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To any nodal curve $C$ one associates its degree class group, a combinatorial invariant which plays an important role in the compactification of the generalized Jacobian of $C$ and in the construction of the Néron model of the Picard variety of families of curves having $C$ as special fibre. In this paper we study this invariant. More precisely, we construct a family of graphs having cyclic degree class group and we provide a recursive formula for the cardinality of the degree class group of the members of the family. Moreover, we analyse the behaviour of the degree class group under standard geometrical operations on the curve, such as the blow up and the normalization of a node.

Introduction.

Let $C$ be a reduced nodal curve defined over an algebraically closed field $k$. Let $f : C \to B = \text{Spec } R$, where $R$ is a discrete valuation ring with residue field $k$, be a family of generically smooth nodal curves, such that the special fibre is isomorphic to $C$. Consider the set of Cartier divisors $D$ on $C$ supported on $C$; the associated line bundles $\mathcal{O}_C(D)$ are called twistes. Given a line bundle $\mathcal{L}$ on $C$, the line bundles of the form $\mathcal{L} \otimes \mathcal{O}_C(D)$ clearly agree with $\mathcal{L}$ on the general fibre, but differ on the
The object of study of this paper is the group of classes of multidegrees on \( C \) modulo the multidegree of twisters, the so-called degree class group of \( C \), DCG for short (see section 1 for the precise definition). It is clearly a purely combinatorial invariant of the curve. In this form it was introduced in [8], in order to describe and handle the fibres of the compactification of the universal Picard variety \( \overline{P}_{d,g} \) over the moduli space of stable curves \( \overline{M}_g \) (also constructed in the same article). In particular, the fibre of \( \overline{P}_{d,g} \) over \( [C] \in \overline{M}_g \) can be seen as a compactification of the generalized Jacobian \( J_C \), and there is an injection between the set of its irreducible components and the DCG of \( C \).

In fact the degree class group associated to a nodal curve was known also before, and has been much studied in arithmetic geometry as a particular as a particular case of the following more general construction (see for instance [17], [6] and [14]). Given a discrete valuation ring \( R \) with residue field \( k \) (not necessarily algebraically closed) and quotient field \( K \), let \( X \to \text{Spec } R \) be a flat projective curve such that \( X \) is regular and the generic fibre \( X_K \) is geometrically irreducible. Then, under some technical assumptions, there exists a Néron model for the jacobian \( J_K \) of of \( X_K \). The special fibre \( X_k \) is of the form \( \sum m_i X_i \) with \( X_i \) irreducible and distinct; there is a natural group \( \Phi \) associated to the intersection matrix of the \( X_i \)'s, which is the group of connected components of the special fibre of the Néron model. When \( X_k \) is a nodal curve (in particular \( m_i = 0 \) for every \( i \)), \( \Phi \) coincides with the DCG of \( X_k \). The structure of the group \( \Phi \) has been the object of a series of papers by Lorenzini ([13], [14], [20], [21], [22]).

More recently, Caporaso in [9] gave a geometric counterpart of this construction, showing the existence of a space over \( \overline{M}_g \) such that for every regular family \( f : \mathcal{X} \to B \) of stable curves the Néron model of the Picard variety of degree \( d \) of \( \mathcal{X} \) is obtained by base change via the moduli map \( B \to \overline{M}_g \).

The DCG has been extensively studied in Combinatorics, as an invariant of graphs (see for instance [4], [5], [2]) and in this field it goes under
many other names, such as critical group, determinant group, Picard group, Jacobian group. Also from the point of view of Combinatorics, a typical problem is to compute the structure of this group. It has been solved completely only for few families of graphs. The family of graphs with cyclic DCG constructed in section 2.5 is a new contribution in this sense.

It is clear from the above exposition that the DCG of a stable curve comes out as a significant invariant of the curve in many geometric contexts. It is therefore natural to ask if it is possible to classify nodal curves using their DCG. In particular, one could hope to use this discrete invariant to try and stratify the moduli space of stable curves $\overline{M}_g$. As the DCG is in fact an invariant of the dual graph of the curve, it could give a coarser stratification than the one given by topological type.

This was in fact the original motivation of this paper. However, this task has turned out to be quite difficult; for instance, the results contained in section 2, makes it apparent that also the problem of classifying all curves having cyclic DCG is very hard to solve. Keeping in mind the idea of a classification associated to the DCG, in this paper we try and improve the understanding of the connections between the geometrical properties of a nodal curve and the structure of its DCG.

We have performed the computation of the order and structure of the DCG for some types of curves, and computed several examples. Moreover, we studied the relation between geometrical operations on the curve and the corresponding modifications on the DCG, giving some useful formulas. More precisely, the contents of the paper are the following:

In the first section we introduce the main objects and techniques of our study, and we present a proof of the equality between the cardinality of the DCG of a curve and the complexity of its associated dual graph (Kirkoff’s Matrix Tree Theorem).

In section 2, after studying some simple cases, we describe a family of graphs having cyclic degree class group. Moreover, we list all the possible graphs for stable curves of genus 2 and 3.

In section 3 we analyse the behaviour of the DCG under the geometric operations of blow up, normalization and smoothing of a node. This is a problem arising in the geometric applications of the DCG. One example is the following: if we consider families of nodal curves (again with general smooth fibre) such that the total space is normal, the nodes $P_1, \cdots, P_n$ of the special fibre $C$ will correspond to rational singularities of the total space,
say of type $A_{m_1}, \ldots, A_{m_n}$. The group of components of the Néron model of the relative Jacobian is not the DCG of $C$, but the DCG of the blow up of $C$ $m_i$ times in the $i$-th node, respectively.

In section 3.1 we translate a standard graph theory result in terms of geometric operations on the curve. This way we can obtain a general formula (Theorem 3.4) relating the DCG of a blown up curve to the DCG of its partial normalizations.

In section 3.2 we obtain some results on the cardinality and structure of the so-called vine curve, i.e. a curve with two smooth components meeting in $k$ nodes. A large part of our computations, although obtained with different techniques, can be derived from the more general result of [6] (proposition 9.6.10) and from [20] (example 2.5 and successive claims).
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1. Preliminaries and first results.

Let $k$ be an algebraically closed field. Throughout the paper a curve will mean a connected reduced nodal curve projective over $k$. For each such curve $C$ we will call $\gamma(C)$ the number of irreducible components of $C$ and $\delta(C)$ the number of nodes of $C$.

The dual graph of a curve.

To a curve $C$ we can associate a graph $\Gamma_C$, i.e. a simplicial complex of dimension at most 1, called the dual graph, in the following way:

- to each irreducible component $A$ corresponds a vertex $v_A$ (i.e. a 0-dimensional symplex);
to each node intersecting the components $A$ and $B$ (where $A$ and $B$ can coincide) corresponds an edge (1-dimensional symplex) connecting the vertices $v_A$ and $v_B$.

Thus $\Gamma_C$ has $\gamma(C)$ vertices (i.e. it has order $\gamma(C)$), $\delta(C)$ edges, and among the edges there is a loop for every node lying on a single irreducible component of $C$.

Recall that first Betti number of $\Gamma_C$ is

$$b_1(\Gamma_C) := \delta(C) - \gamma(C) + 1.$$  

(in the general formula, 1 is substituted by the number of connected components of $C$). Recall that, for any nodal curve $C$ if $C_1, \ldots, C_\gamma$ are its irreducible components, and $g_i = g(C_i)$, then the arithmetic genus of $C$ is

$$g = \sum_{i=1}^{\gamma} g_i + \delta(C) - \gamma(C) + c,$$

where $c$ is the number of connected components of $C$ and $\delta$ is the number of nodes of $C$. Notice that, as we consider all curves to be connected, in what follows we will always use $c = 1$.

We can also construct a weighted graph, associating to any vertex $v$ the genus $g_v$ of the corresponding component. In fact the weighted graph constructed this way encode all the topological information about the curve.

**Remark 1.1.** Observe that every connected graph can be obtained as the graph of a curve.

**Complexity of a graph.**

**Definition 1.2.** Let $\Gamma$ be a graph. A spanning tree of $\Gamma$ is a subgraph of $\Gamma$ which is a tree having the same vertices as $\Gamma$. The complexity of $\Gamma$, indicated by the symbol $c(\Gamma)$, is the number of spanning trees contained in $\Gamma$.

Not every introductory book on graph theory treats this topic. See for reference [4], Section 6, [3], cap.3 (5) and [19], Section 2.2.

Observe that $c(\Gamma) = 0$ if and only if $\Gamma$ is not connected, and that if $\Gamma$ is a connected tree $c(\Gamma) = 1$.

For the complexity of the dual graph associated to a curve $C$, we will often use the symbol $c(C)$, instead of $c(\Gamma_C)$. 
Degree class group.

Let \( \{ C_i \}_{i=1,\ldots,\gamma} \) be the irreducible components of a curve \( C \). Define

\[
k_{ij} := \begin{cases} \#(C_i \cap C_j) & \text{if } i \neq j \\ -\#(C_i \cap C \setminus C_j) & \text{if } i = j \end{cases}
\]

As \( C_i \cap C \setminus C_j = \bigcup_{j \neq i} C_i \cap C_j \), we have that for fixed \( i \), \( \sum_j k_{ij} = 0 \).

For every \( i \)

\[
c_i := (k_{1i}, \ldots, k_{\gamma i}) \in \mathbb{Z}\gamma.
\]

Call \( Z := \{ z \in \mathbb{Z}\gamma : |z| = 0 \} \). As observed before, \( c_i \in Z \). Let us call \( \Lambda_C \) the sublattice of \( Z \) spanned by \( \{ c_1, \ldots, c_\gamma \} \). In fact, \( \Lambda_C \) is a lattice in \( Z \) (it has rank \( \gamma - 1 \)) as we will show in a moment (see [9] for a geometric proof of this fact).

**Remark 1.3.** Fix a one-to-one correspondence between the set \( V \) of vertices of the graph and the elements of the canonical basis of \( \mathbb{Z}\gamma \), and call \( e_v \) the element of the basis associated to \( v \) with respect to the correspondence chosen; observe that, for any \( w \in V \), \( Z \) is generated by the elements \( \{ e_w - e_v, v \in V \} \).

**Definition 1.4.** The degree class group of \( C \) is the finite abelian group \( \Delta_C := Z/\Lambda_C \).

For short, we will denote the degree class group as DCG. This name was given in [8] where such a group was introduced to compactify the generalized Jacobian of stable curves.

**Remark 1.5.** It is important to notice that the DCG depends only on the dual graph of the curve: clearly we can define it for any graph. Indeed, given a loopless connected graph \( \Gamma \) with vertices \( \{ v_1, \ldots, v_\gamma \} \), we simply define the \( k_{ij} \)'s in the following way:

\[
k_{ij} := \begin{cases} \#(\text{edges connecting } v_i \text{ and } v_j) & \text{if } i \neq j \\ -\#(\text{edges touching } v_i) = -(\text{degree of } v_i) & \text{if } i = j \end{cases}
\]

We will call \( \Delta_\Gamma \) the DCG associated to the graph \( \Gamma \). For general connected graphs, we define the DCG as the DCG of the corresponding loopless graph.

Let \( M \) be the \( \gamma \times \gamma \) matrix whose columns are the \( c_i \)'s. We will call \( M \) the intersection matrix\(^1\).

\(^1\) Readers familiar with graph theory can observe that \( M \) is obtained from the adjacency matrix subtracting the vertex degrees on the diagonal.
The following theorem, known as Kirkoff’s Matrix Tree Theorem, will be a key ingredient for our analysis of the DCG. Given its importance, we present here also a proof. See for reference [19]. There are at least other two proofs of this theorem: see [18] and [10].

**Theorem 1.6. (Matrix Tree Theorem)** Let \( s, t \in \{1, \ldots, \gamma\} \). Using the above notations, if \( M^s_t \) is obtained by \( M \) by deleting the \( t \)-th column and the \( s \)-th row, then

\[
c(\Gamma) = (-1)^{t+s+\gamma-1} \text{det}(M^s_t).
\]

*Proof:* The sum of the columns of \( M \) is zero, thus when we replace the \( s \)-th column of \( M^s_t \) with the \( t \)-th column of the matrix obtained from \( M \) by deleting the \( s \)-th row, the sign of the determinant of \( M^s_t \) is reversed, whereas its absolute value remains unchanged. Successively, we can permute the columns so that the matrix becomes the one obtained by \( M \) by deleting the \( s \)-th column and the \( s \)-th row. The sign of this permutation is \((-1)^{t-s-1}\). Therefore,

\[
\text{det}M^s_s = (-1)^{t-s}\text{det}M^s_t
\]

so we can suppose \( s = t \).

Then, we have to prove that

\[
\text{det}(-M^s_t) = c(\Gamma)
\]

holds for every \( t = 1, \ldots, \gamma-1 \).

Fix an orientation of the graph and an enumeration of its edges. Let \( I \) be the incidence matrix of \( \Gamma \): the entries of \( I \) are \( a_{i,j} = 1 \) when \( v_i \) is the tail of \( e_j \), \( a_{i,j} = -1 \) when \( v_i \) is the head of \( e_j \) and \( a_{i,j} = 0 \) otherwise. Observe that \(-M = I \circ I^T\).

Let \( I^* \) be the result of deleting row \( t \) of \( I \), so \(-M^t_t = I^* \cdot (I^*)^T\).

The Binet-Cauchy formula computes the determinant of a product of non-square matrices using the determinants of maximum square submatrices of the factors: let \( A \) be \( p \times m \), let \( B \) be \( m \times p \), \( m \geq p \), then

\[
\text{det}(AB) = \sum_{|S|=p} A_S B_S,
\]

where \( A_S \) is the submatrix of \( A \) consisting of the columns indexed by \( S \) and \( B_S \) is the submatrix of \( B \) consisting of the rows indexed by \( S \). Since \( I^* \) is \((\gamma-1) \times \delta \) and \( \Gamma \) is connected (and so \( \gamma - 1 = \delta - g \leq \delta \)), we can apply the Binet-Cauchy formula to \(-M^t_t = I^* (I^*)^T\), so that \( S \) runs over all the sets of \( \gamma - 1 \) edges of \( \Gamma \), \( A_S \) is a \((\gamma - 1) \times (\gamma - 1)\) submatrix of \( I \) and \( B_S = A_S^T \), so

\[
\text{det}(-M^t_t) = \sum_S (\text{det}I_S^*)^2.
\]
where the sum runs over all the sets of \( \gamma - 1 \) edges of \( \Gamma \).

We will prove below that the determinant of every \((\gamma - 1) \times (\gamma - 1)\) submatrix of \( I \) is \pm 1 if the associated set of \( \gamma - 1 \) edges form a spanning tree of \( \Gamma \) (point 1), while it is zero otherwise (point 2). Observe that if we assume this, the previous summand counts exactly all the possible spanning trees in \( \Gamma \) and so we obtain the formula (1).

1) In the first case we use induction on \( \gamma \). For \( \gamma = 1 \), it’s clear because by convention a \(0 \times 0\) matrix has determinant 1. For \( \gamma > 1 \), let \( T \) be a spanning tree whose edges are columns of a \((\gamma - 1) \times (\gamma - 1)\) submatrix \( B \) of \( I \). Since the sum of the degrees of the vertices is two times the number of the edges, a tree has at least two leaves, i.e. vertices whose degree is 1, and since only one row of \( I \) is deleted, \( B \) has a row corresponding to a leaf \( v \) of \( T \). This row has only one nonzero entry in \( B \), which is \pm 1; when one computes the determinant by expanding along this row, the only submatrix \( B' \) with nonzero coefficient corresponds to the spanning subtree of \( \Gamma - v \) (obtained by deleting \( v \) and its incident edge from \( T \)). We can therefore apply the inductive hypothesis to \( B' \).

2) Now, suppose that the \( \gamma - 1 \) edges corresponding to columns of \( B \) do not form a spanning tree. Then they contain a cycle \( C \). Indeed, if this were not the case, calling \( \Gamma' \) the subgraph made of this edges, we would have

\[
0 = b_1(\Gamma') = E(\Gamma') - V(\Gamma') + \#\pi_0(\Gamma') \geq V(\Gamma) - V(\Gamma') \geq 0,
\]

where \( \pi_0 \) is the set of connected components, \( E \) and \( V \) the number of edges and of vertices respectively. Therefore \( V(\Gamma') = V(\Gamma) = E(\Gamma') + 1 \) and \( \#\pi_0(\Gamma') = 1 \), so that the edges would form a spanning tree.

We form a linear combination of the columns in this way: with coefficient 0 if the corresponding edge is not in \( C \), +1 if it is followed forward by \( C \), and -1 if it is followed backward by \( C \). The result is of total weight 0 at each vertex, so the columns are linearly dependent, which yields \( \det B = 0 \).

The Matrix Tree Theorem assures that \( M \) has rank \( \gamma - 1 \) i.e. that \( \Delta_C \) is indeed a lattice. Moreover it allows us to relate the cardinality of the DCG of a curve \( C \) to the complexity of its dual graph, as we see below.

For \( r \in \{1, \ldots, \gamma\} \), consider the isomorphism \( \alpha_r : \mathbb{Z} \to \mathbb{Z}^{\gamma-1} \) which consists of deleting the \( r \)-th component. The group \( \Delta_C \) is the quotient of \( \mathbb{Z}^{\gamma-1} \) by the lattice generated by

\[
\mathcal{L}_r := (k_1, \ldots, \hat{k}_r, \ldots, k_{\gamma})_r.
\]
Observe that again \( \sum_i \xi_i' = 0 \in \mathbb{Z}^{-1} \). Therefore \( \Delta_C \) is presented by the matrix \( M^* \) obtained from \( \overline{M} \) deleting a column and the \( r \)-th row (for presentation of modules by integer matrices see [1]). Consider now the following sequence

\[
\mathbb{Z}^{-1} \xrightarrow{M^*} \mathbb{Z}^{-1} \longrightarrow \Delta_C \longrightarrow 0
\]

where the first is the linear map associated to \( M^* \). By diagonalization of integer matrices (cf. [1]), there exists a diagonal presentation matrix \( D \) for \( \Delta_C \), i.e. there exists \( P, Q \in \text{GL}(\gamma - 1, \mathbb{Z}) \) and a diagonal matrix \( D \in \text{Mat}(\gamma - 1, \mathbb{Z}) \) such that

\[
PM^*Q^{-1} = D.
\]

The absolute values of the entries on the diagonal of \( D \) correspond to the order of the cyclic factors of \( \Delta_C \) (the so-called invariant factors; notice that this is in fact the structure theorem for abelian groups).\(^2\) Therefore,

\[
\mathbb{Z} \Delta_C = |\text{det}(D)| = |\text{det}(P)\text{det}(M^*)\text{det}(Q^{-1})| = |\text{det}(M^*)|.
\]

So we can conclude that the cardinality of the DCG of a curve \( C \) is the complexity of the dual graph \( \Gamma_C \).

It’s worth noticing that this equality is well known; see for instance [22], remark on pag. 280. In [16] and in [8] there is a proof involving a “cohomological” computation of the DCG and a theorem of Kirkoff-Trent.

2. Computing the cardinality and the structure of the DCG.

We have seen in the previous section that given a curve, we can find the cardinality of its DCG simply computing a determinant, and the structure of its DCG performing a diagonalization of integer matrices. A natural question arising at this point is the following: what kind of curves have fixed DCG, or DCG with some fixed properties, i.e. can we somehow classify curves using this invariant? The results contained in this section, or even in the whole paper, can be seen as evidences of the fact that this is a very complicated and involved problem.

In this section we compute several examples, and we state some partial results about curves whose DCG is cyclic.

\(^2\) Notice that although these matrices are diagonalizable also in \( \mathbb{R} \) (being symmetric), the eigenvalues do not correspond at all to the invariant factors, not even in the case they are integer; a nice counterexample can be found in Section 9.2 of [2].
Let us start considering some simple situations. For example, what kind of curves have DCG trivial? Clearly this means that the dual graph associated to $C$ is a tree, once removed all the possible loops it may have. Therefore $C$ must be such that any non disconnecting node has both preimages in the same component of the normalization.

**Remark 2.1.** Clearly, to remove or to attach to one vertex of a graph another graph with complexity 1 doesn’t change the complexity. On the other hand, notice that it does change the associated curve. From now on in this section, we will consider graphs modulo this operation.

Here we list the possible loopless graphs (modulo trees) with complexity 2, 3, 4:

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Graphs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td><img src="image1.png" alt="Graph 1" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image2.png" alt="Graph 2" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image3.png" alt="Graph 3" /></td>
</tr>
</tbody>
</table>

**Remark 2.2.** (cf. also [22]) Let $\Gamma$ be a graph obtained attaching graphs $\Gamma_1$ and $\Gamma_2$ in one vertex. Then

$$\Delta_{\Gamma} = \Delta_{\Gamma_1} \oplus \Delta_{\Gamma_2}.$$ 

Let $n$ be the order of $\Gamma$, $k$ the order of $\Gamma_1$. Choose an ordering of the vertices of $\Gamma$ such that the first $k$ belong to $\Gamma_1$ (so the vertex of index $k$ is the common vertex of $\Gamma_1$ and $\Gamma_2$). Let $M$ be the intersection matrix of $\Gamma$ with respect to this ordering. Observe that if we remove the $k$-th row and column from $M$ we obtain a block matrix, and apply the Matrix Tree Theorem.

**Example 2.3.** Call $D_k$ the graph made of two vertices attached by $k$ edges (fig. 1). The intersection matrix is $\begin{pmatrix} -k & k \\ k & -k \end{pmatrix}$, so clearly $\Delta_{D_k} \cong \mathbb{Z}/k\mathbb{Z}$.

**Example 2.4.** Call $C_k$ the $k$-cycle (fig. 1). Using the definition of complexity it is easy to see that the cardinality of its DCG is $k$. Ordering clockwise the vertices, we have

$$c_i = e_{i-1} - 2e_i + e_{i+1},$$
where the indexes are obviously considered mod \( k \). Therefore
\[
e_i - e_{i+1} = \xi_{i+1} + e_{i+1} - e_{i+2},
\]
so \( \Delta_{e_k} \) has one generator (remember Remark 1.3) and again we can conclude that the DCG is isomorphic to \( \mathbb{Z}/k\mathbb{Z} \).

Figure 1 - Two vertices attached by \( k \) edges, \( D_k \), and the \( k \)-cycle, \( C_k \).

One of our key tools is the following well-known result.

**Proposition 2.5.** Let \( \Gamma \) be a graph. If \( e \) is an edge of \( \Gamma \) which is not a loop, call \( \Gamma - e \) the graph obtained from \( \Gamma \) removing \( e \), and \( \Gamma \cdot e \) the one obtained contracting \( e \). Between the complexities of these three graphs the following relation holds:

\[
(2) \quad c(\Gamma) = c(\Gamma - e) + c(\Gamma \cdot e).
\]

**Proof.** Just observe that the spanning trees of \( \Gamma \cdot e \) correspond bijectively to the spanning trees of \( \gamma \) containing \( e \), while the spanning trees of \( \Gamma - e \) are clearly the ones of \( \Gamma \) not containing \( e \). \( \square \)

Let \( v \) and \( w \) be two vertices of \( \Gamma \) having exactly \( r \) edges \( \{e_1, \ldots, e_r\} \) in common. Let \( \Gamma' \) be the graph obtained from \( \Gamma - \{e_1, \ldots, e_r\} \) by identifying \( v \) and \( w \). From the above proposition, it follows easily by induction the formula
\[
c(\Gamma) = c(\Gamma - \{e_1, \ldots, e_r\}) + rc(\Gamma'),
\]
which is established, and extensively exploited, also in [20].

A natural question to ask is whether is possible to classify all graphs whose DCG is cyclic. Even if they seem to be very different, we see below that both the last examples can be seen to belong to a more general type of graphs.

2.1. A family of graphs with cyclic DCG.

Let \( n \) be a positive integer. Let \( k \) be an element of \( (\mathbb{Z}_{>1})^n \) and \( h \) be an element of \( (\mathbb{Z}_{>0})^n \) such that the \( i \)-th coordinate of \( h \) is smaller than the \( i \)-th
coordinate of \( k \). For each coordinate \( k_j \) of \( k \), we assign a \( k_j \)-cycle \( C_{k_j} \) whose set of vertices is a double indexed set \( \{v^1_j, \ldots, v^j_j\} \) ordered clockwise. Then to a coordinate \( h_j \) of \( h \) corresponds a vertex \( v^j_{h_j} \in C_{k_j} \). Given the data \( n, k, h \), we will build a graph \( CS^n(k; h) \), using induction on \( n \).

For \( n = 1 \), \( k = k \), \( h = h \), we define \( CS^1(k; h) := C_k \) (so we obtain all the cycles).

For \( n = 2 \), define a set-map \( A_2 \) from a subset of \( V(C_{k_2}) \) to a subset of \( V(CS^1(k_1; h_1)) \), by \( A_2(v^1_k) = v^1_{h_1} \), \( A_2(v^2_k) = v^1_{h_1+1} \). Then

\[
V(CS^2(k; h)) = V(CS^1(k_1; h_1)) \cup A_2 V(C_{k_2})
\]

\[
E(CS^2(k; h)) = E(CS^1(k_1; h_1)) \cup E(C_{k_2})/\{v^1_{h_1}v^1_{h_1+1} \} \cup \{v^2_{h_2}v^2_k\}
\]

The proof of the inductive step is analogous to step \( n = 2 \).

We can draw \( CS^n(k; h) \) as a chain of polygons such that each polygon and the following one are attached on only one edge (see figure 2 for an example). Therefore the graph \( D_e \) of Example 2.3 is isomorphic to \( CS^{e-1}(2; 1) \).

![Figure 2 - A representation of \( CS^6((3, 4, 5, 6, 3, 2); (2, 2, 3, 1, 1)) \).](attachment:image)

**Theorem 2.6.** The degree class group of \( CS^n(k; h) \) is cyclic.

**Proof:** Let us fix an ordering of the \( \gamma \) vertices of \( CS^n(k, h) \). So, for each vertex \( v^j_i \) of \( CS^n(k, h) \), let \( e_{v^j_i} \) be the element of the canonical base of \( \mathbb{Z}^\gamma \) associated to that vertex according to that order and \( r^j_i \) the relation given by the multidegree of \( v^j_i \). We claim that the DCG of \( CS^n(k, h) \), \( \mathbb{Z}^\gamma / < r^j_i > \), is generated by \( [e_{v^1_2} - e_{v^1_1}] \). Let \( G := < [e_{v^1_2} - e_{v^1_1}] > \).
As $G$ is a subgroup of $\mathbb{Z}/ < r_i^j >$, it is a finite cyclic group. We shall prove that $G = \mathbb{Z}/ < r_i^j >$. As $\mathbb{Z}$ is generated by \{e_{ij} - e_{ij}, i = 1, \ldots k_j, j = 1, \ldots n\}, the strategy will be to prove that every equivalence class $[e_{ij} - e_{ij}] \in G, i = 1, \ldots, k_j, j = 1, \ldots, n$. Let us proceed by induction on $j$.

So, first, we shall prove that all equivalence classes $[e_{ij} - e_{ij}] \in G, i = 1, \ldots, k_1$. To simplify the prove, we will consider that $h_1 = k_1 - 1$. The prove will be made in 2 steps:

1. For $i \leq h_1 = k_1 - 1$;
2. For $i = k_1$.

(1) If $h_1 = 1$, there is nothing to prove. If $h_1 \geq 2$, we will again proceed by induction, this time on $i$. For $i = 2$, that $[e_{ij} - e_{ij}] \in G$ is just the hypothesis. Now, for $i > 2$, suppose that $[e_{ij} - e_{ij}] \in G$ for $s \leq i \leq h_1$;

If $i = h_1$, it is done. If $i < h_1$, then the vertex $v_i^1$ has degree 2: it is adjacent to $v_{i-1}^1$ and to $v_{i+1}^1$. So, $r_i^1 = e_{ij} - e_{ij} + e_{ij} - e_{ij}$, and, using the equality

$$G \ni 2[e_{ij} - e_{ij}] = [e_{ij} - e_{ij} + r_i^1] = [e_{ij} - e_{ij}] + [e_{ij} - e_{ij}]$$

and the inductive hypothesis, we conclude that $[e_{ij} - e_{ij}] \in G$.

(2) If $k_1 = 2$, then we’re done. If $k_1 > 2$, then the vertex $v_i^1$ has degree 2: it is attached to $v_2^1$ and also to $v_k^1$. So, $r_i^1 = e_{ij} - e_{ij} + e_{ij} - e_{ij}$ and we get

$$[-(e_{ij} - e_{ij}) + r_i^1] = [e_{ij} - e_{ij}],$$

which allows us to conclude that $[e_{ij} - e_{ij}] \in G$. So, $[e_{ij} - e_{ij}] \in G, i = 1, \ldots, k_1$.

Now, admitting that $[e_{ij} - e_{ij}] \in G$ for $i = 1, \ldots, k_1$ and $s = 1, \ldots, j$, we shall prove that $[e_{ij} - e_{ij}] \in G$ for $i = 1, \ldots, k_{j+1}$. Again, the prove will be made in 2 steps:

1. For $1 \leq i \leq h_{j+1}$;
2. For $h_{j+1} < i \leq k_{j+1}$.

(1) If $h_{j+1} = 1$, as $v_{i+1}^{j+1} = v_{h_{j+1}}^j$, then we’re done. If $h_{j+1} > 1$, then we use induction on $i$, $2 \leq i \leq h_{j+1}$. So, first we shall prove that
\[ e_{v^j_{k+1} - e_{v^1_1}} \] is \( G \). As \( h_{j+1} \geq 2 \), \( v^1_{j+1} \) is not adjacent to any vertex of the type \( v^k_j \), for \( k > j + 1 \) (except of course in the case \( h_{j+1} = 2 \), when \( v^2_{h_{j+1}} = v^1_{j+2} \)). More, it has exactly two edges to vertices \( v^j_{j+1} \):

\[
v^j_{j+1} \leftrightarrow v^2_{j+1} \text{ and } v^j_{h_{j+1}} = v^1_{j+1} \leftrightarrow v^j_{h_{j+1}} \equiv v^j_{h_{j+1}}.
\]

Observe also that

\[
\tau_{j+1}^1 = \sum_{\text{adj to } v^j_{j+1}} (e_v - e_{v^j_{j+1}}).
\]

So, if \( n \) is the degree of the vertex \( v^j_{j+1} \), we have:

\[
G \ni n[e_{v^j_{h_{j+1}}} - e_{v^1_1}] = n[e_{v^j_{j+1}} - e_{v^1_1}] = \left[ ne_{v^j_{j+1}} - ne_{v^1_1} + e_{v^j_{j+1}} \right]
\]

\[
= \left[ ne_{v^j_{j+1}} - ne_{v^1_1} + \sum_{\text{adj to } v^j_{j+1}} (e_v - e_{v^j_{j+1}}) \right]
\]

\[
= \left[ \sum_{\text{adj to } v^j_{j+1}} (e_v - e_{v^1_1}) \right]
\]

\[
= [e_{v^j_{j+1}} - e_{v^1_1}] + \left[ \sum_{v \neq v^j_{j+1}} (e_v - e_{v^j_{j+1}}) \right].
\]

But we already know that, except \( v^2_{j+1}, v^j_{j+1} \) is only adjacent to vertices of the type \( v^s_j \), with \( s \leq j \). So,

\[
\left[ \sum_{\text{adj to } v^j_{j+1}} (e_v - e_{v^j_{j+1}}) \right] \in G \Rightarrow [e_{v^j_{j+1}} - e_{v^1_1}] \in G.
\]

Now, suppose that \( [e_{v^j_{j+1}} - e_{v^1_1}] \) is \( G \) for \( 2 \leq s \leq i \). If \( i = h_{j+1} \), then we’re done. If not, by the equality

1. \( G \ni 2[e_{v^j_{j+1}} - e_{v^1_1}] = [2e_{v^j_{j+1}} - 2e_{v^1_1} + e_{v^j_{j+1}}] = [e_{v^j_{j+1}} - e_{v^1_1}] + [e_{v^j_{j+1}} - e_{v^1_1}] \)

and, using the inductive hypothesis, we conclude that \( [e_{v^j_{j+1}} - e_{v^1_1}] \in G \).

2. The procedure is analogous: we should start from the vertex \( v^j_{h_{j+1}} = v^j_{h_{j+1}} \) and advance in the opposite direction until we reach \( v^j_{h_{j+1}} \).
Although Theorem 2.6 describes a whole family of graphs having cyclic DCG, they are not the only ones with this property. In fact, other examples can be obtained using Proposition 3.11.

A formula for the complexity of $CS^n(k, h)$.

For $n = 1$, $CS^1(k, h) = 2$, so its complexity is $k$. For $n = 2$, $CS^2((k_1, k_2), (h_1, h_2))$ is made of two cycles of order $k_1$ and $k_2$ attached in one edge. As it can be easily seen directly, or applying Proposition 2.5 to any edge except the common one, its cardinality is $k_1k_2 - 1$. For $n = 3$, applying again formula 2 to any edge $l$ of the third cycle $C_{k_3}$ (except the one in common with the second cycle), we get:

\[
c(\text{CS}^3((k_1, k_2, k_3), (h_1, h_2, h_3))) = c(\text{CS}^3((k_1, k_2, k_3), (h_1, h_2, h_3)) \cdot l) + c(\text{CS}^3((k_1, k_2, k_3), (h_1, h_2, h_3)) - l)
\]

\[
= c(\text{CS}^3((k_1, k_2, k_3 - 1), (h_1, h_2, h_3))) + c(\text{CS}^2((k_1, k_2), (h_1, h_2))).
\]

Now, if $k_3 - 1 \geq 2$, we can apply the same argument to $CS^3((k_1, k_2, k_3 - 1), (h_1, h_2, h_3))$ and we get

\[
c(\text{CS}^3((k_1, k_2, k_3), (h_1, h_2, h_3))) = c(\text{CS}^3((k_1, k_2, k_3 - 2), (h_1, h_2, h_3))) + 2c(\text{CS}^2((k_1, k_2), (h_1, h_2))).
\]

By induction we obtain

\[
c(\text{CS}^3((k_1, k_2, k_3), (h_1, h_2, h_3))) = (k_3 - 2)c(\text{CS}^2((k_1, k_2), (h_1, h_2))) + c(\text{CS}^3((k_1, k_2, 2), (h_1, h_2, h_3))).
\]

Observe that

\[
c(\text{CS}^3((k_1, k_2, 2), (h_1, h_2, h_3)) \cdot v_1^3v_2^3 = c(\text{CS}^2((k_1, k_2), (h_1, h_2)) \cdot v_2^2v_{h_2+1}^2)
\]

\[
= c(\text{CS}^2((k_1, k_2), (h_1, h_2))) - c(\text{CS}^2((k_1, k_2), (h_1, h_2)) - v_2^2v_{h_2+1}^2)
\]

\[
= c(\text{CS}^1((k_1), (h_1)));
\]
so, the last step gives
\[
c(CS^3((k_1, k_2, k_3), (h_1, h_2, h_3))) = k_3 c(CS^2((k_1, k_2), (h_1, h_2)))
- c(CS^1((k_1), (h_1)))
= k_1 k_2 k_3 - k_1 - k_3.
\]

In general, arguing the same way, we obtain

**Proposition 2.7.** The complexity of the graphs \(CS^n\) is given by the following recursive formula

\[
c(CS^n(k, h)) = k_n c(CS^{n-1}(k_1, \ldots, k_{n-1}), (h_1, \ldots, h_{n-1}))
- c(CS^{n-2}((k_1, \ldots, k_{n-2}), (h_1, \ldots, h_{n-2}))).
\] (3)

Observe that this formula implies in particular (by induction) that \(c(CS^n(k, h))\) depends only on \(k\) and not on \(h\).

We can make a slightly more explicit computation when \(k_1 = \ldots = k_n = k\). In this case \(c_n(k) := c(CS^n(k, h))\) is a polynomial in \(k\). Let

\[
P_n(k) := \sum_{i=0}^{[n/2]} (-1)^i a_{n-2i}^i k^{n-2i}
\]
be a polynomial of degree \(n\) in \(k\) defined recursively as follows:

\[
a_i^0 := 1, \forall i \geq 0
\]

\[
a_i^m := \sum_{k=0}^{i} a_{k}^{m-1}, m \geq 1.
\]

We assert that \(P_n = c_n\) as polynomials, for any \(n \geq 1\). We prove this by induction on \(n\). For \(n = 1\), it’s clear. For \(n = 2\), \(P_2(k) = k^2 - a_0^1\). Since \(a_0^1 = a_0^0 = 1\), so \(P_2(k) = k^2 - a_0^1 = k^2 - 1 = c_2(k)\). Suppose now that \(n \geq 2\), and that \(c_j = P_j\) for any \(j < n\). Then, using formula \(3\) and the definition of the polynomial, we obtain the following equalities

\[
c_n(k) = k c_{n-1}(k) - c_{n-2}(k)
\]

\[
= k P_{n-1}(k) - P_{n-2}(k)
\]

\[
= k \left( \sum_{i=0}^{[n-1/2]} (-1)^i a_{n-2i-1}^i k^{n-2i-1} \right)
- \left( \sum_{h=0}^{[n/2]-1} (-1)^h a_{n-2(h+1)}^h k^{n-2(h+1)} \right)
\]

\[
= \sum_{i=0}^{[n/2]} (-1)^i b_{n-2i}^i k^{n-2i}
\]
where $b_n^0 = a_{n-1}^0 = 1$ and $b_{n-2i}^i = a_{n-2i-1}^i + a_{n-2i}^{i-1} = \left( \sum_{k=0}^{n-2i-1} a_k^{i-1} \right) + a_{n-2i}^{i-1} = a_{n-2i}^i$. So we’re done.

2.2. List of graphs for $\overline{M}_2$ and $\overline{M}_3$.

Recall that a stable curve $C$ over $k$ is a nodal curve of genus $g \geq 2$ such that if $E \subset C$ is a smooth rational component, then $|E \cap C \setminus E| \geq 3$. Clearly this combinatorial condition on stable curves implies that there are only finitely many possible graphs for stable curves of a fixed genus. Next, we list all the possible graphs for singular stable curves of genus 2 and 3, as well as their complexity and their DCG structure. We will use $\mathbb{Z}_n$ to denote the quotient group $\mathbb{Z}/n\mathbb{Z}$. The graphs are ordered by increasing the number of nodes. In the graphs we will indicate the geometric genus of each irreducible component only if it is not zero.

- **Genus 2**

- **Genus 3**
<table>
<thead>
<tr>
<th>Graph configuration</th>
<th>Nodes</th>
<th>Components</th>
<th>Complexity</th>
<th>DCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Graph 1]</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 2]</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 3]</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 4]</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>![Graph 5]</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>$\mathbb{Z}_3$</td>
</tr>
<tr>
<td>![Graph 6]</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 7]</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>![Graph 8]</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 9]</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>![Graph 10]</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>$\mathbb{Z}_3$</td>
</tr>
<tr>
<td>![Graph 11]</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>$\mathbb{Z}_4$</td>
</tr>
<tr>
<td>![Graph 12]</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 13]</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>![Graph 14]</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>![Graph 15]</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>$\mathbb{Z}_5$</td>
</tr>
<tr>
<td>![Graph 16]</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>$\mathbb{Z}_3$</td>
</tr>
<tr>
<td>![Graph 17]</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Graph configuration</td>
<td>Nodes</td>
<td>Components</td>
<td>Complexity</td>
<td>DCG</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------</td>
<td>------------</td>
<td>------------</td>
<td>-----</td>
</tr>
<tr>
<td><img src="image1" alt="Graph 1" /></td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><img src="image2" alt="Graph 2" /></td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td><img src="image3" alt="Graph 3" /></td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>$\mathbb{Z}_3$</td>
</tr>
<tr>
<td><img src="image4" alt="Graph 4" /></td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>$\mathbb{Z}_8$</td>
</tr>
<tr>
<td><img src="image5" alt="Graph 5" /></td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>$\mathbb{Z}_5$</td>
</tr>
<tr>
<td><img src="image6" alt="Graph 6" /></td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>$\mathbb{Z}_5$</td>
</tr>
<tr>
<td><img src="image7" alt="Graph 7" /></td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td><img src="image8" alt="Graph 8" /></td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><img src="image9" alt="Graph 9" /></td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td><img src="image10" alt="Graph 10" /></td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>$\mathbb{Z}_5$</td>
</tr>
<tr>
<td><img src="image11" alt="Graph 11" /></td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><img src="image12" alt="Graph 12" /></td>
<td>6</td>
<td>4</td>
<td>12</td>
<td>$\mathbb{Z}_2 \times \mathbb{Z}_6$</td>
</tr>
<tr>
<td><img src="image13" alt="Graph 13" /></td>
<td>6</td>
<td>4</td>
<td>16</td>
<td>$\mathbb{Z}_4 \times \mathbb{Z}_4$</td>
</tr>
</tbody>
</table>
3. The behavior of the DCG under standard geometrical operations on the curve.

Applying standard geometrical operations to the nodes of a curve $C$, such as the blow up or the normalization, one gets a new curve $C'$. In this section we relate the DCG of $C'$ to the one of $C$. We will consider the following operations on the curve $C$: normalization, blow up and smoothing of a node $P$, and we will denote the new curves respectively $B_P C$, $N_P C$ and $S_P C$. For the geometric definitions of these operations, see for instance [11].

The operation of blow up is defined in the context of algebraic geometry using deformations of $C$, i.e. algebraic families of curves which have $C$ as a special fibre. However, for our purposes we will consider the following as definition of the blow up of $C$ in a point $P$:

**Definition 3.1.** Let $C$ be a curve, $P$ a node of $C$. The blow up of $C$ in $P$, denoted $B_P C$, is the curve obtained attaching a $\mathbb{P}^1$ to the preimages of $P$ in $N_P C$.

**Remark 3.2.** Note that when we see $C$ as a special fibre of a one-parameter family with total space smooth, and we blow up the point $P$ corresponding to the node of $C$, the new fibre $C'$ in the blown up family does not correspond to the modification described above, as the exceptional $\mathbb{P}^1$ has multiplicity 2 in $C'$. Hence, in order to treat this case, one needs to generalise the notion of DCG to curves with multiple components, as done for instance in [6] and in [20](in this last paper there is precisely the combinatorial description of the geometrical blow up of a smooth family). If, on the other hand, we consider a one-parameter family with a rational singularity at $P$, blowing up $P$ we obtain as new fibre exactly the one we describe in the above definition.

The corresponding modifications of the topological structure are reflected in the dual graph as follows:

Let $P$ be a node of $C$ and call $l$ the corresponding edge in $\Gamma_C$.

- to take the normalization $N_P C$ of $C$ in $P$ corresponds to delete the edge $l$ in $\Gamma_C$;

- to blow up $C$ in $P$, denoted $B_P C$, corresponds to substitute $l$ with two edges $p, q$ and a new vertex $v$ as in figure 3;
to take the smoothing $S_P C$ of $C$ in $P$ corresponds to contract $l$ in $\Gamma_C$, i.e. to identifying the vertices that contain it.

Our key tool will be the formula 2 given by Proposition 2.5.

A first geometric interpretation of this formula follows directly from the observations made above: if $C$ is a curve and $P \in C$ is a node which connects two different components of $C$, then

$$c(C) = c(N_P C) + c(S_P C),$$

i.e. the complexity of $C$ is equal to the complexity of its normalization at $P$ plus the complexity of its smoothing at $P$.

3.1. Blow up and normalization.

The following result is another interpretation of the equality (2) in terms of blow up and normalization.

**Proposition 3.3.** Let $C$ be a curve and $P \in C$ a node which connects two different components of $C$, then

$$c(B_P C) = c(C) + c(N_P C).$$

*Proof:* call $l$ the edge associated to $P$ in the graph of $C$. Let $p, q$ be the new edges that substitute $l$ in $\Gamma_{B_P C}$. Applying equality (2) to $\Gamma_{B_P C}$ with $e = q$ (or equivalently $e = p$) we get

$$c(\Gamma_{B_P C}) = c(\Gamma_{B_P C} - q) + c(\Gamma_{B_P C} \cdot q).$$

Observe that $\Gamma_{B_P C} \cdot p = \Gamma_C$; on the other hand $\Gamma_{B_P C} - p$ is $\Gamma_C - l$ with attached in a vertex a tail made of an edge and a vertex, so clearly these two graphs have the same complexity. \[\square\]

What happens when we perform the blow ups several times in more than one node? We give here a general formula which answers to this question.

Suppose first that we blow up $k$ times one node $P$ which connects two different components of $C$. The result is the curve obtained attaching a chain of $k \parallel 1$ to the preimages of $P$ in $N_P C$. By induction on $k$ it is easy to prove the following formula

$$c(B_k P C) = c(C) + kc(N_P C).$$
Let us call \( \{P_1, P_2, \ldots, P_\delta\} \) the set of nodes of \( C \). Suppose that none of them joins the same irreducible component. Let \( k = (k_1, k_2, \ldots, k_\delta) \) be a \( \delta \)-uple of nonnegative integers. We will call \( B_k \tilde{C} \) the curve obtained performing \( k_i \) blow ups on the node \( P_i \) (notice that this curve doesn’t depend on the order in which the successive blow ups are made). Notice that \( B_k \tilde{C} = B_{k_1} P_1 B_{k_2} P_2 \ldots B_{k_\delta} P_\delta \tilde{C} \), and that \( B_k (B_\delta \tilde{C}) = B_{k+\delta} \tilde{C} \). If \( T \subseteq \{1, 2, \ldots, \delta\} \) we call \( N_T \tilde{C} \) the normalization of \( \tilde{C} \) in all the nodes \( P_i, i \in T \).

**Theorem 3.4.** With the above notations, if \( S = \{i \in \mathbb{Z} \mid k_i \neq 0\} \)

\[
c(B_k \tilde{C}) = \sum_{T \subseteq S} \left( \prod_{i \in T} k_i \right) c(N_T \tilde{C}).
\]

**Proof:** we proceed by induction on \( n = |S| \). When \( n = 1 \) the formula reduces to formula (6). Let \( n > 1 \). We can suppose that \( S = \{1, 2, \ldots, n\} \). Call \( k' = k - k_n \epsilon_n \). By induction hypothesis

\[
c(B_{k'} \tilde{C}) = \sum_{T \subseteq S, n \notin T} \left( \prod_{i \in T} k_i \right) c(N_T \tilde{C}).
\]

Applying formula (6) to \( B_{k'} \tilde{C} \) with \( k = k_n \) and \( P = P_n \) and substituting the above relation, we get

\[
c(B_k \tilde{C}) = c(B_{k_n} P_n B_{k'} \tilde{C}) = c(B_{k'} \tilde{C}) + k_n c(N_p \tilde{C}) =
\]

\[
= c(B_{k'} \tilde{C}) + k_n c(B_{k'} N_p \tilde{C}) =
\]

\[
= \sum_{T \subseteq S, n \notin T} \left( \prod_{i \in T} k_i \right) c(N_T \tilde{C}) + k_n \sum_{T \subseteq S} \left( \prod_{i \in T} k_i \right) c(N_{T \cup \{n\}} \tilde{C}),
\]

which is our claim.

Observe that we can allow the summand to run over all subsets of \( \{1, 2, \ldots, \delta\} \), since the additional terms are zero. When \( P \) is a node contained in only one irreducible component of \( C \), the corresponding edge is a loop. To blow up \( k \) times \( P \) means to substitute in the graph the loop with a \( k \)-cycle. So the DCG turns out to have a new factor \( \mathbb{Z}/k \mathbb{Z} \).

### 3.2. The blow-up of vine curves.

Let \( D_N \) be a nodal curve which is the union of two smooth curves \( A \) and \( B \) intersecting in \( N \) nodes. We will call such a curve a vine curve.
Let \( m \) be a \( N \)-uple of positive integers \( m_1, \ldots, m_N \). Call \( D_N(m) \) the blow up of \( D_N \) \( m_i - 1 \) times in the \( i \)-th node: \( D_N(m) := B_{m-1} \). We can suppose \( m_i \geq m_{i+1} \) for any \( i \). When \( m_1 = \ldots = m_k = m \) and \( m_{k+1} = \ldots = m_N = 1 \), we will call the resulting curve \( D_N(k^m) \).

In what follows we analyse the order and the structure of the DCG of \( D_N(m) \). This problem has been completely solved in [6] (prop. 10 of section 9.6) using a criterion of Bourbaki to determine the diagonal form of the intersection matrix. In our approach the computation of the order is a simple application of Theorem 3.4. For what concerns the computation of the structure, we explicitly compute the order of a set of generators of the DCG of \( D_N(m) \). In some cases, this implies that the DCG is cyclic. The same computation has been performed by Lorenzini in [21] (example 2.5 and successive claims), using a more general method developed in the same article.

**Degree class group order.**

Let \( \Gamma_N(m) \) be the dual graph of \( D_N(m) \), which is composed of \( N \) paths made of \( m_1, \ldots, m_N \) edges, such that every path links the vertex \( A \) to the vertex \( B \). (See Fig. 4).

![Figure 4 - \( \Gamma_N(m) \)](image)

**Proposition 3.5.** Let \( c_N(m) \) be the complexity of \( \Gamma_N(m) \).

\[
c_N(m) = \sum_{k=1}^{N} \prod_{i \neq k} m_i
\]

**Proof:** Let \( T \subseteq \{1, 2, \ldots, N\} \). Observe that \( N_T D_N = D_{N-T} \) and that

\[
\# \{ T \subseteq T' \subseteq \{1, 2, \ldots, N\} \mid \# T' = N - 1 \} = N - \# T = c(N_T D_N).
\]
By Theorem 3.4
\[ c_N(m) = \sum_T \left( \prod_{i \in T} (m_i - 1) \right) c(N_T C), \]
so
\[ c_N(m) = \sum_T \sum_{T' \subseteq [1, 2, \ldots, N]} \left( \prod_{i \in T} (m_i - 1) \right) \]
\[ = \sum_{k=1}^{N} \sum_{T \subseteq [1, 2, \ldots, k, \ldots, N]} \left( \prod_{i \in T} (m_i - 1) \right) \]
\[ = \sum_{k=1}^{N} \prod_{i \neq k} (m_i - 1 + 1). \]

\[ \square \]

Degree class group structure.

Let \( \Delta_N(m) \) be the DCG of \( D_N(m) \). Let \( R_i^j \) be the \( j \)-th component (from \( A \) to \( B \)) of the chain associated to the \( i \)-th node. Also, we define \( R_i^0 := A \) and \( R_i^{m_i} := B \), for every \( i = 1, \ldots, N \). Suppose that \( n_0 \) is the maximum integer such that \( m_{n_0} > 1 \). Then the multidegrees of the components of \( D_N(m) \) are the following:

\[ c_A = -Ne_A + (N - n_0)e_B + \sum_{i=1}^{n_0} e_{R_i^1} = -Ne_A + \sum_{i=1}^{N} e_{R_i^1} \]
\[ c_B = -Ne_B + (N - n_0)e_A + \sum_{i=1}^{n_0} e_{R_i^{m_i-1}} = -Ne_B + \sum_{i=1}^{N} e_{R_i^{m_i-1}} \]
\[ c_{R_i^j} = 2e_{R_i^j} + e_{R_i^{j-1}} + e_{R_i^{j+1}} \quad \text{for } 1 \leq i \leq n_0, 1 \leq j \leq m_i - 1 \]

Proposition 3.6. 1) Let \( t_i := e_{R_i^1} - e_A, i = 1, \ldots, N \). Then
\[ \Delta_N(m) = \langle t_1, \ldots, t_N \mid \{m_i t_i - m_j t_j\}_{i,j=1,\ldots,N}, \sum_{i=1}^{N} t_i > \].

2) Let \( M_k \) be the \( l.c.m. \) of the integers \( m_1, \ldots, m_k, \ldots, m_N \). Then the order of \( [t_k] \) is
\[ \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) \right] (M_k) / \left( \prod_{j \neq k} m_j \right). \]
Proof:

(1) According to Remark 1.3, $Z$ is generated by the elements $e_{R_i^j} - e_A$. $i = 1, \ldots N$, $j = 0, \ldots m_i$. We will write $x \sim y$ instead of $[x] = [y]$. We claim that

$$(e_{R_i^j} - e_A) \sim j t_i$$

for any $i = 1, \ldots n_0$ and $j = 0, \ldots m_i$. In particular, $m_i t_i \sim e_B - e_A$ for any $i = 1 \ldots n_0$, so we obtain the following relations

$$m_i [t_i] = m_k [t_k].$$

For fixed $i$, we will prove the claim by induction on $j$.

For $j = 0$ and $j = 1$, it is clear. Now, let $0 < l < m_i$ and suppose that the above claim holds for each $j \leq l$. Since

$$(e_{R_i^{j+1}} - e_A) = 2(e_{R_i^j} - e_A) - (e_{R_i^{j-1}} - e_A) + c_{R_i^j} \sim 2(e_{R_i^j} - e_A) - (e_{R_i^{j-1}} - e_A)$$

holds for each $0 < j < m_i$, then

$$e_{R_i^{j+1}} - e_A \sim 2(e_{R_i^j} - e_A) - (e_{R_i^{j-1}} - e_A) \sim 2 l t_i - (l - 1) t_i = (l + 1) t_i$$

Therefore

$$\text{span}_Z(t_1, \ldots, t_{n_0}, e_B - e_A) = Z/ <\{c_{R_i^j}\}_{i \leq n_0, 0 < j < m_i - 1}>$$

and $c_{R_i^m_i} = (e_B - e_A) - m_i t_i, i \leq n_0$. Also, $c_A = \sum_{i=1}^{N} t_i$ and $t_i = e_B - e_A$ for $i > n_0$, so

$$\text{span}_Z(t_1, \ldots, t_N)/ < m_i t_i - m_k t_k, \sum_{i=1}^{N} t_i >= \Delta_N(m)$$

(2) Let $d$ be a positive integer. Then $d t_k \sim 0$ iff $d t_k$ is a sum of multi-degrees. Since $c_B = \sum_{I \neq B} (-c_I)$, then $d t_k \sim 0$ iff $d t_k = \sum_{I \in V(D_N(m) \setminus \{B\})} a_I c_I$ for some set of coefficients $a_I$, iff $d$ satisfies for some set of integers $a_I$ the
following system

\[
\begin{align*}
-d &= -N a_A + \sum_{i=1}^{N} a_R^i \quad \text{(projection on } \mathbb{Z} e_A) \\
-d &= -2a_R^1 + a_A + a_R^2 \quad \text{(projection on } \mathbb{Z} e_{R_1}) \\
0 &= -2a_R^1 + a_{R_i-j} + a_{R_{i+1}} \quad \text{(projection on } \mathbb{Z} e_{R_i}) \quad j \neq 1 \\
0 &= -2a_R^1 + a_{R_i-j} + a_{R_{i+1}} \quad \text{(projection on } \mathbb{Z} e_{R_i}) \quad i \neq k
\end{align*}
\]

Let \( A^j_i := a_{R_j} - a_A \). Observe that, for any \( i \), \( A^0_i = 0 \) and \( A^m_i = a_B - a_A \). Thus the system becomes

\[
\begin{align*}
A^1_k + d &= \sum_{i \neq k} (-A^1_i) \\
(A^2_k + d) &= 2(A^1_k + d) \\
(A^{j+1}_k + d) &= 2(A^j_k + d) - (A^{j-1}_k + d) \quad j \neq 1 \\
A^{j+1}_i &= 2A^j_i - A^{j-1}_i \quad i \neq k
\end{align*}
\]

By second and subsequent equations follows

\[
\begin{align*}
(A^j_k + d) &= j(A^1_k + d) \\
A^j_i &= jA^1_i \quad i \neq k
\end{align*}
\]

for every \( j \) (using induction on \( j! \)), so

\[
m_k(A^1_k + d) - d = A^{m_k}_k = (a_B - a_A) = A^{m_i}_i = m_i A^1_i
\]

for any \( i \neq k \). Then the previous system becomes

\[
\begin{align*}
a_B - a_A &= \sum_{i \neq k} (-m_k) A^1_i - d \\
a_B - a_A &= m_i A^1_i \quad i \neq k
\end{align*}
\]
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The first equation by the product $\prod_{j \neq k} m_j$ becomes

$$\prod_{i \neq k} m_i(a_B - a_A) = \prod_{i \neq k} (-m_k) \left( \prod_{j \neq k} m_j \right) A_i^j - \left( \prod_{j \neq k} m_j \right) d$$

\[\Leftrightarrow \prod_{i \neq k} m_i(a_B - a_A) = \prod_{i \neq k} \left( - \prod_{j \neq i} m_j \right) (m_i A_i^j) - \left( \prod_{j \neq k} m_j \right) d\]

\[\Leftrightarrow \prod_{i \neq k} m_i(a_B - a_A) = - \left[ \prod_{i \neq k} \left( \prod_{j \neq i} m_j \right) \right] (a_B - a_A) - \left( \prod_{j \neq k} m_j \right) d\]

\[\Leftrightarrow \left( \prod_{j \neq k} m_j \right) d = \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) \right] (a_A - a_B).\]

We now sum up the previous steps: if $dt_k \sim 0$ then there exists a set of integers $a_i$ such that

$$d = \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) \right] (a_A - a_B)/\left( \prod_{j \neq k} m_j \right)$$

and $a_A - a_B$ is a multiple of the $m_i, i \neq k$; in particular a necessary condition for $d[t_k] = 0$ is that $d$ is a multiple of $\left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) \right] (M_k)/\left( \prod_{j \neq k} m_j \right)$.

Vice versa, let $\overline{M}$ be any multiple of $M_k$ and let $a_A$ be any integer. Then the following integers

$$a_B^i := a_A - \overline{M},$$

$$d := \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) \right] (M)/\left( \prod_{j \neq k} m_j \right),$$

$$a_{R^1_k} := -d + \prod_{i \neq k} (-a_{R^1_k} + a_A),$$

$$a_{R^1_k} := \overline{M}/m_i, i \neq k$$

and

$$a_{R^1_k} := ja_{R^1_k} - (j - 1)a_A + (j - 1)d,$$
for \( j > 1 \), satisfy system (7) at the beginning of the proof; in particular
\[
d_{t_k} \sim 0 \quad \text{for} \quad d := \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) (M) / \left( \prod_{j \neq k} m_j \right) \right], \text{for every } M \text{ multiple of } M_k.\]
In conclusion, we have shown that \( d[t_k] = 0 \) iff \( d \) is a multiple of \( M_k \).

**Corollary 3.7.** \([t_k]\) generates \( \Delta_N(m) \) iff \( (m_1, m_l) = 1 \) for all \( i, l \neq k \).

**Proof:** Since the order of \( \Delta_N(m) \) is \( \sum_{j \neq i}^{N} (\prod_{j} m_j) \) by Proposition 3.4 (and preliminaries) and the order of \([t_k]\) is \( \left[ \sum_{i=1}^{N} \left( \prod_{j \neq i} m_j \right) (M_k) / \left( \prod_{j \neq k} m_j \right) \right] \) by Proposition 3.5, so \([t_k]\) generates \( \Delta_N(m) \) iff \( M_k = \left( \prod_{j \neq k} m_j \right) \). \( \square \)

**Remark 3.8.** Observe that in general there exists no subset of \( \{t_i\}_{i=1,\ldots,N} \) such that the classes of its elements generate the cyclic factors of the DCG. Indeed, this is the case iff every non-trivial linear combination of such classes isn’t zero, whereas in the first part of the proof of Proposition 3.6 we obtained \( m_i[t_i] + (-m_j)[t_j] = 0 \), and \( m_i \) is never zero!

Now, observe that the presentation given in the previous proposition is equivalent to the following one:
\[
\Delta_N(m) = \langle t_1, \ldots, t_{N-1} \mid \sum_{j=1}^{N} (m_j + \delta_{ij}m_N)t_j \rangle
\]
We can rewrite that presentation as an exact sequence:
\[
0 \to \mathbb{Z}^{N-1} \xrightarrow{\Sigma} \mathbb{Z}^{N-1} \to \Delta_N(m) \to 0
\]
where \( \Sigma : \mathbb{Z}^{N-1} \to \mathbb{Z}^{N-1} \) is represented respect to the canonical base by the matrix with entries \( a_{ij} = m_N + \delta_{ij}m_i \).
The problem of the decomposition of the DCG in cyclic factors is the problem of the decomposition of the coker of $\Sigma$ and it is well known that the latter problem is equivalent to the diagonalization of any matrix associated to $\Sigma$.

**Remark 3.9.** Observe that if $m_1, \ldots, m_N$ have a common factor $d$ and $\overline{m_i} := m_i/d$, then $\Sigma$ is the composition of the multiplication by $d$, by the map $\overline{\Sigma}$ which is represented respect to the canonical base by the matrix with entries

$$a_{ij} = \overline{m}_N + \delta_{ij}\overline{m_j},$$

so the entries of the diagonal form of $\Sigma$ are $d$ times the entries of the diagonal form of $\overline{\Sigma}$, i.e. if the coker of $\overline{\Sigma}$ is $$\bigoplus_{i=1}^s \mathbb{Z}/k_i\mathbb{Z},$$

then the DCG is $$\bigoplus_{i=1}^s \mathbb{Z}/dk_i\mathbb{Z} \oplus (\mathbb{Z}/d\mathbb{Z})^{N-s}.$$ 

Thus we can suppose that $m_1, \ldots, m_N$ have no common factor.

Using our results, we can compute the structure of $\Delta_N(m)$ in the following cases:

**Proposition 3.10.**

$$\Delta_N(1^m) \cong \mathbb{Z}/[1 + m(N - 1)]\mathbb{Z},$$

$$\Delta_N(k^m) \cong \mathbb{Z}/m[k + m(N - k)]\mathbb{Z} \oplus (\mathbb{Z}/m\mathbb{Z})^{k-2}, \text{ for } k \geq 2.$$

**Proof:** The first equality follows from Corollary 3.7. As for the second one, observe that the relations are generated by $mt_2 - mt_1, \ldots, mt_k - mt_1, t_{k+1} - mt_1, \ldots, t_N - mt_1$ and $\sum_{i=1}^N t_i$. Thus we can forget the generators $t_{k+1}, \ldots, t_N$, change the generators replacing $t_i = (t_i - t_1) + t_1$, and obtain as relations the following ones:

$$m(t_2 - t_1), \ldots, m(t_k - t_1),$$

and

$$\sum_{i=2}^k (t_i - t_1) + [k + m(N - k)]t_1.$$

Observe that $t_k - t_1$ belongs to the subgroup of the DCG which is generated by $t_1, t_2 - t_1, \ldots, t_{k-1} - t_1$, so we can delete it from the list of generators
replacing
\[ m(t_k - t_1) = m[k + m(N - k)]t_1 + \sum_{i=2}^{k-1} m(t_i - t_1) \]
and deleting the latter relation. Therefore
\[ \Delta_N(m) = \langle t_1, t_2 - t_1, \ldots, t_{k-1} - t_1 \mid m(t_2 - t_1), \ldots, m(t_{k-1} - t_1), m[k + m(N - k)]t_1 \rangle, \]
and we are done. \( \square \)

Structure of the DCG of the dollar sign curve.

The vine curve with three nodes, \( \Delta_3(m) \), is usually called dollar sign curve (cf. [16], section 9; the reason in that the picture of the curve itself resembles to the dollar symbol). Here, by means of an ad hoc algebraic argument, we show that the DCG of any iterated blow-up of the dollar curve, \( \Delta_3(m) \), is “almost anytime” a cyclic group; indeed, from the result below and Remark 3.9, it follows that
\[ \Delta_3(m) \cong \mathbb{Z}/d\mathbb{Z} \oplus \mathbb{Z}/k\mathbb{Z}, \]
where \( d = \gcd(m) \), and \( k = \frac{c_3(m)}{d} \) (where \( c_3(m) \) has been defined in Proposition 3.5).

**Proposition 3.11.** The DCG \( \Delta_3(m) \) of any (iterated) blow-up of the dollar curve is a cyclic group whenever \( \gcd(m) = 1 \).

**Proof:** The proposition is a special case of the following result:

**Lemma 3.12.** Let \( \Sigma \) be a endomorphism of \( \mathbb{Z}^2 \) induced by a matrix \( M \) of entries \( m_{ij} \). Suppose that
\[ m_{11} > 0, m_{12} \geq 0 \text{ (or } m_{21} \geq 0 \text{)} \]
and that
\[ \gcd(m_{21}, \gcd(m_{11}, m_{12})) = \gcd(m_{11}, m_{12}) \]
\[ \gcd(m_{22}, \gcd(m_{11}, m_{12})) = 1 \]
( or, respectively
\[ \gcd(m_{12}, \gcd(m_{11}, m_{21})) = \gcd(m_{11}, m_{21}) \]
\[ \gcd(m_{22}, \gcd(m_{11}, m_{21})) = 1 \).
Then the coker of $\Sigma$ is a cyclic group.

**Proof:** We will prove the thesis by induction on $m_{11}$ (it is a natural number by hypothesis). For $m_{11} = 1$,

$$
\begin{pmatrix}
1 & 0 \\
-m_{21} & 1
\end{pmatrix}
\begin{pmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{pmatrix}
\begin{pmatrix}
1 & -m_{12} \\
0 & 1
\end{pmatrix}
= \begin{pmatrix} 1 & 0 \\ 0 & \text{det}(\Sigma) \end{pmatrix}
$$

Hence, the coker of $\Sigma$ is $\mathbb{Z}$ when $\text{det}(\Sigma) = 0$, it is $\mathbb{Z}/\text{det}(\Sigma)$ otherwise.

For $m_{11} = m > 1$, if $d := \gcd(m_{11}, m_{12}) = m$ (and so $m_{21}$ is divisible by $m$) and $a := m_{12}/m$, $b := m_{21}/m$, then

$$
\begin{pmatrix}
1 & 0 \\
-b & 1
\end{pmatrix}
\begin{pmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{pmatrix}
\begin{pmatrix} 1 & -a \\ 0 & 1 \end{pmatrix}
= \begin{pmatrix} m & 0 \\ 0 & m_{22} - am_{21} \end{pmatrix},
$$

so the coker of $\Sigma$ is decomposed as $\mathbb{Z}/m\mathbb{Z} \oplus \mathbb{Z}/(m_{22} - am_{21})\mathbb{Z}$. Since

$$
\gcd(m, m_{22} - am_{21}) = \gcd(d, m_{22}) = 1,
$$

we have

$$
\mathbb{Z}/m\mathbb{Z} \oplus \mathbb{Z}/(m_{22} - am_{21})\mathbb{Z} = \mathbb{Z}/\text{det}(\Sigma)\mathbb{Z}
$$

and therefore the coker of $\Sigma$ is a cyclic group.

On the other hand, suppose that $d < m$. We can write $d$ as a linear combination of $m_{11}$ and $m_{12}$:

$$d = x_{1}m_{11} + x_{2}m_{12}.$$  

Let $m_{11} = a_{1}d$, $m_{12} = a_{2}d$. The matrix

$$A := \begin{pmatrix} x_{1} & -a_{2} \\ x_{2} & a_{1} \end{pmatrix}
$$

is an integer invertible matrix, because

$$\text{det}A = x_{1}a_{1} + x_{2}a_{2} = (x_{1}m_{11} + x_{2}m_{12})/d = 1.$$

In particular $a_{1}$ is prime with $x_{2}$. The product $MA$ gives us a new matrix $M'$ associated to $\Sigma$, with the following entries

$$m'_{11} := x_{1}m_{11} + x_{2}m_{12} = d > 0,$$

$$m'_{12} := -a_{2}m_{11} + a_{1}m_{12} = -a_{2}a_{1}d + a_{1}a_{2}d = 0,$$

$$m'_{21} := x_{1}m_{21} + x_{2}m_{22},$$

$$m'_{22} := -a_{2}m_{21} + a_{1}m_{22}.$$

Note that

$$\gcd(m'_{12}, \gcd(m'_{11}, m'_{21})) = \gcd(0, \gcd(m'_{11}, m'_{21})) = \gcd(m'_{11}, m'_{21}).$$
and that
\[ \gcd(m_{22}, \gcd(m'_{11}, m'_{22})) = \gcd(-a_2m_{21} + a_1m_{22}, \gcd(d, x_1m_{21} + x_2m_{22})) \]
\[ = \gcd(-a_2m_{21} + a_1m_{22}, \gcd(d, x_2)) \]
\[ = \gcd(\gcd(-a_2m_{21} + a_1m_{22}, d), x_2) \]
\[ = \gcd(\gcd(a_1, d), x_2) \]
\[ = \gcd(d, \gcd(a_1, x_2)) \]
\[ = \gcd(d, 1) = 1 \]

Hence, the new matrix satisfies the hypothesis of the proposition, and \( m'_{11} = d < m \); we conclude by inductive hypothesis that the cok of \( \Sigma \) is cyclic. \( \square \)
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