# COMPUTING A MINIMAL RESOLUTION OVER THE STEENROD ALGEBRA 

C. NASSAU

We describe an algorithm that allows to compute a minimal resolution of the Steenrod algebra. The algorithm has built-in knowledge about vanishing lines for the cohomology of sub Hopf algebras of the Steenrod algebra which makes it both faster and more economical than the generic approach.

## 1. Introduction

Let $A$ denote the Steenrod algebra at a prime $p$ and let $k=\mathbb{F}_{p}$. The cohomology of $A$ is, by definition, the Ext group $\operatorname{Ext}_{A}(k, k)$. It features prominently in algebraic topology as the $E_{2}$ term of the Adams spectral sequence for the computation of the stable homotopy groups of the sphere (see [8]).

Machine computations of the cohomology of $A$ have a long history and there is considerable current activity in the field. While there are other legitimate approaches (e.g. the May spectral sequence [8, Ch. 3.2] or the Lambda algebra [9]) the most promising route for purely mechanical computations seems to be the computation of the minimal resolution of the ground field $k$ as pioneered by Bruner [2]. The main obstacle here is the enormous size of the resolution: a computation for $p=2$ up to topological dimension 200, for example, will require the computation of kernels and cokernels of matrices over $k$ with hundreds

[^0]of thousands of rows and columns (see [6, Abb. 2.14] for a chart showing the growth rate of the resolution). Carrying out such computations in a reasonable time seems well beyond the capabilities of current computing technology.

The author's contribution to this story is the discovery of a powerful shortcut based on vanishing lines for the cohomology of subalgebras of $A$. The author lectured about these results in Oberwolfach in 1997 and these shortcuts became the basis of his PhD dissertation [6]. For reasons long lost in time an English language account of these results has never been published. This note is meant to remedy that omission.

We have chosen not to give detailed proofs of the main theorems since this would require the introduction of cumbersome notation that would obscure the simple idea behind our approach. The mathematics involved is completely elementary and a reader who works out the examples that we give in Lemmas 2.2, 2.3 and 2.4 will have no problems filling in the details in the more general cases.

## 2. The algorithm

We will assume $p=2$ throughout to simplify the exposition. All results generalize to odd primes in a straightforward way (for details see [6] or [7]).

We let $C_{*}$ denote the minimal resolution that we wish to compute. Every $C_{s}$ is a free $A$-module with a chosen set of generators $G_{s} \subset C_{s}$. The differential $d: C_{s} \rightarrow C_{s-1}$ is described by keeping a list of the $d\left(g_{k}\right)$ for $g_{k} \in G_{s}$.

One works by double induction on the internal degree $t$ of the Steenrod algebra and the homological degree $s$ of the resolution. At each step $C_{*}$ is a partially complete resolution below some bidegree $(s, t)$ : one has $H\left(C_{*}\right)_{p, q}=0$ if $p<s$ or $q<t$, but in $(s, t)$ itself the homology $H\left(C_{*}\right)_{s, t}$ might be non-zero. If it is non-zero we introduce new generators in $C_{s+1}$ that kill the offending homology classes. We can describe this procedure more formally as follows:

```
Input: A partial resolution below bidegree \((s, t)\)
Result: An extension of the resolution to \((s, t)\)
\(M \longleftarrow\) compute matrix of \(d: C_{s, t} \rightarrow C_{s-1, t}\)
\(K \longleftarrow\) basis of kernel of \(M\)
\(N \longleftarrow\) compute matrix of \(d: C_{s+1, t} \rightarrow C_{s, t}\)
\(Q \longleftarrow\) basis of quotient \(K / \operatorname{im} N\), i.e. of \(H\left(C_{*}\right)_{s, t}\)
for \(q \in Q\) do
    \(x \longleftarrow\) pick a representative of \(q\)
    Introduce new generator \(g \in C_{s+1, t}\) with \(d g=x\).
end
```

Algorithm 1: The naive algorithm

This is the basic algorithm as it applies to any connected, graded algebra. To see how this can be improved given more specific knowledge about the algebra, consider the sequence

$$
\begin{equation*}
\mathrm{Sq}^{1} C_{*} \xrightarrow{\text { incl. }} C_{*} \xrightarrow{\mathrm{Sq}^{1} .} \mathrm{Sq}^{1} C_{*} \tag{1}
\end{equation*}
$$

Lemma 2.1. This sequence is exact.
Proof. For a generator $g_{s} \in G_{s}$ and a Milnor basis element $\operatorname{Sq}\left(r_{1}, r_{2}, \ldots\right)$ one has

$$
\mathrm{Sq}^{1} \cdot \operatorname{Sq}\left(r_{1}, r_{2}, \ldots\right) g_{s}= \begin{cases}\operatorname{Sq}\left(r_{1}+1, r_{2}, \ldots\right) g_{s} & \left(\text { if } r_{1} \equiv 0 \bmod 2\right) \\ 0 & \left(\text { if } r_{1} \equiv 1 \bmod 2\right)\end{cases}
$$

The exactness is then easy to check.
We look at the long exact sequence associated to (1).
Lemma 2.2. If $C_{*}$ is a partially complete resolution below $(s, t)$ and if $t-s>1$ the map $H\left(C_{*}\right)_{s, t} \rightarrow H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t+1}$ is an isomorphism.
Proof. The associated long exact sequence in homology contains

$$
\begin{equation*}
H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t} \longrightarrow H\left(C_{*}\right)_{s, t} \longrightarrow H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t+1} \longrightarrow H\left(\mathrm{Sq}^{1} C_{*}\right)_{s-1, t} \tag{2}
\end{equation*}
$$

so it suffices to show that the left and right hand groups are zero.
Let $A(0)$ denote the exterior algebra $\mathbb{F}_{2}\left\{1, \mathrm{Sq}^{1}\right\}$. If $C_{*}$ were already a complete resolution one would have $H\left(\mathrm{Sq}^{1} C_{*}\right)_{p, q}=\operatorname{Ext}_{A(0)}^{p, q-1}(k)$ since $\operatorname{Sq}^{1} C_{*} \cong$ $k \otimes_{A(0)} C_{*}$ (up to a degree shift of 1 ) and $C_{*}$ would function as an $A(0)$-resolution of $k$. For a partial resolution that identification holds true through a range and one can check that it applies to the boundary terms in (2). Since $\operatorname{Ext}_{A(0)}^{p, q}=0$ for $q-p>0$ that proves the Lemma.

The Lemma shows that for $t-s>1$ the computation of $Q$ in Algorithm 1 can be carried out in $\mathrm{Sq}^{1} C_{*}$ which is approximately only half as big as $C_{*}$.

This alone does not quite suffice for the completion of the inductive step, though: the algorithm needs a representative cycle $x$ from $C_{s, t}$, but a computation of $H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t+1}$ will only produce a cycle $\mathrm{Sq}^{1} x^{\prime}$ in $\mathrm{Sq}^{1} C_{*}$. The explicit description of the $\operatorname{map} \mathrm{Sq}(R) \mapsto \mathrm{Sq}^{1} \mathrm{Sq}(R)$ in Lemma 2.1 shows that it is straightforward to pick a choice for $x^{\prime}$ given $\mathrm{Sq}^{1} x^{\prime}$ : we just need to lower the first entry by one. However, writing $x=x^{\prime}+\mathrm{Sq}^{1} x^{\prime \prime}$ we then still need to determine the unknown component $x^{\prime \prime}$.

Lemma 2.3. If $t-s>0$ we can determine $\mathrm{Sq}^{1} x^{\prime \prime}$ by solving $d\left(\mathrm{Sq}^{1} x^{\prime \prime}\right)=-d x^{\prime}$ in $\mathrm{Sq}^{1} C_{*}$.

Proof. Firstly, one has $\mathrm{Sq}^{1} d x^{\prime}=d \mathrm{Sq}^{1} x^{\prime}=0$, so $d x^{\prime}$ lies in $\mathrm{Sq}^{1} C_{s-1, t-1}=$ $\left(\mathrm{Sq}^{1} C_{*}\right)_{s-1, t}$ by the exactness of (1). Arguing as in Lemma 2.2 we find that $H\left(\mathrm{Sq}^{1} C_{*}\right)_{s-1, t}$ computes $\operatorname{Ext}_{A(0)}^{s-1, t-1}(k)$. The assumption $t-s>0$ guarantees that this vanishes, so there is indeed a $\mathrm{Sq}^{1} x^{\prime \prime} \in \mathrm{Sq}^{1} C_{s-1, t-1}$ with boundary $-d x^{\prime}$.

Together Lemmas 2.2 and 2.3 show that for $t-s>1$ one can trade the single homology calculation in Algorithm 1 against one homology calculation in $\mathrm{Sq}^{1} C_{*}$ and the solution of one lifting problem in $\mathrm{Sq}^{1} C_{*}$. In large dimensions this is a considerable improvement: the matrix that represents the differential in $\mathrm{Sq}^{1} C_{*}$ will need roughly just a quarter of the space that would be required to store the full differential; even though two such matrices are needed, they are needed sequentially, so the same space can be reused; and the linear algebra routines for the computation of kernel and quotient will run a lot faster since their running times are typically more than quadratic in the size of the input matrices.

The real power of this trick, however, is that it can be iterated. Consider the short exact sequences

$$
\begin{align*}
& \mathrm{Sq}(1,1) C_{*} \xrightarrow{\text { incl. }} \mathrm{Sq}^{1} C_{*} \xrightarrow{\mathrm{Sq}(0,1) .} \mathrm{Sq}(1,1) C_{*}  \tag{3}\\
& \mathrm{Sq}(3,1) C_{*} \xrightarrow{\text { incl. }} \mathrm{Sq}(1,1) C_{*} \xrightarrow{\mathrm{Sq}^{2} .} \mathrm{Sq}(3,1) C_{*}
\end{align*}
$$

The homology of $\operatorname{Sq}(1,1) C_{*}$ and $\mathrm{Sq}(3,1) C_{*}$ is approaching $\operatorname{Ext}_{B}^{p, q}(k)$ where $B$ is, respectively, the exterior algebra $E$ on $\mathrm{Sq}^{1}$ and $\mathrm{Sq}(0,1)$ or the subalgebra $A(1)$ (as usual we let $A(n) \subset A$ denote the sub Hopf algebra spanned by $\mathrm{Sq}^{1}, \ldots, \mathrm{Sq}^{2^{n}}$ ). These both vanish if $q>3 p$ and there is the following straightforward generalization of Lemma 2.2 and 2.3.
Lemma 2.4. Let $C_{*}$ be a partially complete resolution below $(s, t)$ and assume $t>3(s+1)$. Then the map $C_{*} \rightarrow \mathrm{Sq}(3,1) C_{*}$ with $x \mapsto \mathrm{Sq}(3,1) x$ induces an isomorphism $H\left(C_{*}\right)_{s, t} \cong H\left(\operatorname{Sq}(3,1) C_{*}\right)_{s, t+6}$. Furthermore, any cycle $\mathrm{Sq}(3,1) x_{0} \in \mathrm{Sq}(3,1) C_{s, t}$ can be completed to a cycle $x=x_{0}+x_{1}+\cdots+x_{7}$ in $C_{s, t}$ by solving 7 subsequent lifting problems in $\operatorname{Sq}(3,1) C_{*}$.
Proof. To establish the claimed isomorphism one needs to look at the long exact sequences

$$
\begin{gathered}
H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t} H\left(C_{*}\right)_{s, t} H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t+1} H\left(\mathrm{Sq}^{1} C_{*}\right)_{s-1, t} \\
H\left(\mathrm{Sq}(1,1) C_{*}\right)_{s, t+1}^{\longrightarrow} H\left(\mathrm{Sq}^{1} C_{*}\right)_{s, t+1}^{\longrightarrow} H\left(\mathrm{Sq}(1,1) C_{*}\right)_{s, t+4}^{\longrightarrow} H\left(\mathrm{Sq}(1,1) C_{*}\right)_{s-1, t+1} \\
H\left(\mathrm{Sq}(3,1) C_{*}\right)_{s, t+4}^{\longrightarrow} H\left(\mathrm{Sq}(1,1) C_{*}\right)_{s, t+4}^{\longrightarrow} H\left(\mathrm{Sq}(3,1) C_{*}\right)_{s, t+6}^{\longrightarrow} H\left(\mathrm{Sq}(3,1) C_{*}\right)_{s-1, t+4}
\end{gathered}
$$

The terms at the end compute, respectively, $\operatorname{Ext}_{A(0)}^{p, t-1}, \operatorname{Ext}_{E}^{p, t-3}$ and $\operatorname{Exp}_{A(1)}^{p, t-2}$ for $p=s, s-1$. Using $\operatorname{Ext}_{B}^{p, q}=0$ for $q>3 p$ one finds that they all vanish if $t>$ $3(s+1)$. This establishes the isomorphism $H\left(C_{*}\right)_{s, t} \cong H\left(\mathrm{Sq}(3,1) C_{*}\right)_{s, t+6}$. To recover a cycle $x \in C_{s, t}$ from knowledge of the cycle $\mathrm{Sq}(3,1) x \in \mathrm{Sq}(3,1) C_{s, t}$ we arrange our short exact sequences in the form of a tree:


Here we have written $C^{\prime}=\mathrm{Sq}^{1} C, C^{\prime \prime}=\mathrm{Sq}(1,1) C, C^{\prime \prime \prime}=\mathrm{Sq}(3,1) C$ and we have suppressed various suspensions from the notation. The recovery process begins at the bottom right with the choice of an $x_{0}$ such that $\mathrm{Sq}(3,1) x_{0}$ is the given $\mathrm{Sq}(3,1) x$. The label $(0,0)$ is meant to indicate that we can choose the summands $\mathrm{Sq}\left(r_{1}, \ldots\right) g$ in $x_{0}$ to have $\left(r_{1}, r_{2}\right) \equiv(0,0) \bmod (4,2)$. The first step looks for an $x_{1}$ such that $\mathrm{Sq}(1,1)\left(x_{0}+x_{1}\right)$ becomes a cycle in $\mathrm{Sq}(1,1) C_{*}$. We can require the summands of $x_{1}$ to have $\left(r_{1}, r_{2}\right) \equiv(2,0) \bmod (4,2)$ since an odd $r_{1}$ or $r_{2}$ would cause the summand to be mapped to zero in $\mathrm{Sq}(1,1) C_{*}$. This procedure continues until we eventually have recovered a full cycle $x=x_{0}+\cdots+x_{7}$.

At each step this process requires the exactness of $\mathrm{Sq}(3,1) C_{s-1, t+6-p}$ for some $p=1, \ldots, 6$. These groups relate to $\operatorname{Ext}_{A(1)}^{s-1, t-p}$ which are again zero for $t>3(s+1)$ by assumption. The offsets $p$ result from the implicit suspensions that we have suppressed from the notation. These $p$ are just the dimensions of the $\mathrm{Sq}\left(s_{1}, s_{2}\right)$ for the labels $\left(s_{1}, s_{2}\right)$. These labels will show up again in Lemma 2.5 under the name "signature".

The important points to remember are

1. A vanishing result for various $\mathrm{Ext}_{B}^{s, *}$ and $\mathrm{Ext}_{B}^{s-1, *}$ is used to reduce the homology calculation in $C_{s, t}$ to a homology calculation in a space of much smaller dimensions.
2. Similar vanishing results for various $\mathrm{Ext}_{B}^{s-1, *}$ are required to use the same reduction to recover the full cycle.
3. The lifting problems for the recovery of the full cycle are enumerated by the Milnor basis elements $\operatorname{Sq}(R)$ in $B$ and they take place in degree $t-|\operatorname{Sq}(R)|$.

To give a more formal account of the algorithm we start with a sub Hopf algebra ${ }^{1} B \subset A$. Recall from [4, Ch. 15, Thm. 6] that such a $B$ is described by a profile function $p: \mathbb{N} \rightarrow \mathbb{N} \cup\{\infty\}$. A vector space basis of $B$ is given by those Milnor basis elements $\mathrm{Sq}(R)$ such that $0 \leq r_{j}<2^{p(j)}$.

We will always assume $B$ to be finite, since a computation in a finite dimension does not see the difference between $B$ and its truncation to some $A(N)$ with $N \gg 0$. Let $\mathcal{S}_{B}=\{R \mid \mathrm{Sq}(R) \in B\}$ and call it the set of "signatures" in $B$. We say that $R$ and $S$ have the same $B$-signature if $S_{j} \equiv R_{j} \bmod 2^{p(j)}$ for all $j$. We denote this by $\operatorname{Sq}(R) \simeq_{B} \operatorname{Sq}(S)$. For every $S$ there is a unique $R \in \mathcal{S}_{B}$ such that $\mathrm{Sq}(S) \simeq_{B} \mathrm{Sq}(R)$; this is called the $B$-signature of $\mathrm{Sq}(S)$ and written as $\operatorname{sig}_{B}(\mathrm{Sq}(S))$. More simply put, the $B$-signature of $\mathrm{Sq}(S)$ just records the sequence of remainders $\left(s_{j} \bmod 2^{p(j)}\right)_{j=1,2, \ldots}$.

Having the same signature defines the "signature decomposition"

$$
A=\sum_{R \in \mathcal{S}_{B}}^{\oplus} E_{R} A, \quad E_{R} A=\mathbb{F}_{2}\left\{\operatorname{Sq}(S) \mid \operatorname{sig}_{B}(S)=R\right\}
$$

We will shortly put an ordering on the signatures $\mathcal{S}_{B}=\left\{R_{0}<R_{1}<\cdots<R_{k}\right\}$. This allows us to consider the "signature filtration"

$$
F_{R_{k}} A \subset \cdots \subset F_{R_{1}} A \subset F_{R_{0}} A=A
$$

with $F_{R} A=\sum_{S \geq R} E_{S}(A)$. We want every $F_{R} A$ to be a right $A$-submodule of $A$ because we can then extend the filtration to our resolution via $F_{R} C_{*}=F_{R} A \otimes_{A} C_{*}$. The following Lemma explains how to construct an ordering that achieves this. To state it recall that $P_{t}^{s} \in A$ denotes $\operatorname{Sq}\left(r_{1}, \ldots\right)$ with all $r_{i}=0$ except for $r_{t}=2^{s}$.

Lemma 2.5. Let $B \subset A$ be the sub Hopf algebra associated to a profile function $p$ with $p(i+j) \geq p(i)-j$ for every $i, j \geq 1$. Let $\mathcal{P}$ be the set of the $P_{t}^{s} \in B$ and choose an ordering $\mathcal{P}=\left\{P_{t_{1}}^{S_{1}}>\cdots>P_{t_{n}}^{S_{n}}\right\}$ with $P_{t}^{s}<P_{t^{\prime}}^{s^{\prime}}$ whenever $t<t^{\prime}$. For $R \in$ $\mathcal{S}_{B}$ write the binary decomposition of each $r_{j}$ in the form ${ }^{2} r_{j}=\sum_{t_{k}=j} 2^{s_{k}} \varepsilon_{k}$. Order the signatures via the lexicographic ordering of the bit vector $\tilde{R}=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$. Then every $F_{R} A$ is stable under right multiplication by $A$. Furthermore $E_{R} A$ (which is a right $A$-module as a quotient of $F_{R} A$ ) is up to degree shift by $|R|$ isomorphic to $B \backslash \backslash A=k \otimes_{B} A$.

[^1]For the proof of the Lemma we should recall Milnor's multiplication algorithm (see [5] or [4, Ch. 15]). This expresses a multiplication

$$
\operatorname{Sq}(R) \cdot \operatorname{Sq}(S)=\sum_{X} \beta_{R, S, X} \cdot S q(T)
$$

as a sum over certain matrices $X=\left(x_{i, j}\right)$ such that

1. the weighted row sums decompose the first factor: $r_{i}=\sum_{j} 2^{j} x_{i, j}$
2. the column sums decompose the second factor: $s_{j}=\sum_{i} x_{i, j}$
3. the diagonal sums decompose the result: $t_{k}=\sum_{i+j=k} x_{i, j}$

The coefficient $\beta_{R, S, X}$ is nonzero if and only if the diagonal decomposition of each $t_{k}$ is bitwise disjoint.

Lemma 2.6. With the assumptions of Lemma 2.5, call a matrix $X=\left(x_{i, j}\right) B$ trivial if $x_{i, j} \equiv 0 \bmod 2^{p(i)-j}$ whenever $0<j \leq p(i)$. Then

$$
\begin{equation*}
\operatorname{Sq}(R) \cdot \operatorname{Sq}(S)=\sum_{B \text {-trivial } X} \beta_{R, S, X} \cdot S q(T)+\text { terms with signature }>R . \tag{4}
\end{equation*}
$$

Proof. By design, a $B$-trivial $X$ will have $\operatorname{sig}_{B}(R) \leq \operatorname{sig}_{B}(T)$ : from $0 \equiv x_{i, j} \bmod$ $2^{p(i)-j}$ and $p(i)-j \geq p(i+j)$ one finds $t_{k} \equiv r_{k}+x_{0, k} \bmod 2^{p(k)}$ and this sum must be disjoint. Hence the multiplication with $B$-trivial $X$ can only add nonzero bits to $R$ which cannot lower the signature.

If $X$ is not $B$-trivial one needs to chase the possible movements of a bit $2^{k} \in r_{j}$. This can only be removed from $r_{j}$ by moving to the right in $x_{j, *}$, hence affecting a bit in $t_{k}$ with $k>j$. Since we required $P_{k}^{*}>P_{j}^{*}$, such a bit is more significant than the original $2^{k} \in r_{j}$ and the signature is increased.

Proof of Lemma 2.5. From (4) it is clear that every $F_{R} A$ is a right $A$-submodule and that the $A$-action on $E_{R} A$ is described by (4) with the terms of signature $>R$ omitted. It remains to show that the $E_{R} A$ are all isomorphic to $B \backslash \backslash A$.

Let $R=R^{\prime}+R^{\prime \prime}$ be the decomposition with $\mathrm{Sq}\left(R^{\prime}\right) \in B$ and $r_{j}^{\prime \prime} \equiv 0 \bmod 2^{p(j)}$. There is just a single $B$-trivial matrix $X$ adapted to $R^{\prime}$ and it has $x_{i, j}=0$ for all $j>0$, so formula (4) shows that $\mathrm{Sq}\left(R^{\prime}\right) \mathrm{Sq}\left(R^{\prime \prime}\right)=\mathrm{Sq}\left(R^{\prime}+R^{\prime \prime}\right)$ modulo terms of signature greater than $\operatorname{sig}_{B}\left(R^{\prime}\right)=\operatorname{sig}_{B}(R)$. It follows that left multipliation by $\mathrm{Sq}\left(R^{\prime}\right)$ induces an isomorphism $E_{0} A \rightarrow E_{\mathrm{Sq}\left(R^{\prime}\right)} A$. In particular, all $E_{R} A$ are isomorphic.

For the largest signature $R_{\max }=\left(2^{p(1)}-1,2^{p(2)}-1, \ldots\right)$ in $B$ we find $E_{R_{\max }}=$ $F_{R_{\max }}=\mathrm{Sq}\left(R_{\max }\right) A$. Let $\tau_{B}=\left|\mathrm{Sq}\left(R_{\max }\right)\right|$. The $B$-linear inclusion $k\left\{\mathrm{Sq}\left(R_{\max }\right)\right\} \subset$ $B$ realizes $\Sigma^{\tau_{b}} k \otimes_{B} A$ as a right $A$-submodule of $B \otimes_{B} A=A$ with generator $\mathrm{Sq}\left(R_{\max }\right)$, which provides the identification $\mathrm{Sq}\left(R_{\max }\right) A \cong \Sigma^{\tau_{b}} k \otimes_{B} A$.

We will from now on only consider sub Hopf algebras $B$ as in Lemma 2.5 with their compatible signature ordering; such $B$ will be called admissible.

We now have a signature filtration $F_{R} C_{*}$ on the partial resolution. Note that $H\left(E_{R} C_{*}\right)_{p, q} \cong H\left(B \backslash \backslash A \otimes_{A} C_{*}\right)_{p, q}$ approximates $\operatorname{Tor}_{p, q-|\mathrm{Sq}(R)|}^{A}(B \backslash \backslash A)$ which is dual to $\operatorname{Ext}_{B}^{p, q-|R|}(k)$. Hence a vanishing result for $\operatorname{Ext}_{B}(k)$ will translate to a corresponding exactness assertion for $E_{R} C_{*}$. With these preparations the proposed new algorithm can then be formalized as in Algorithm 2 (see page 11).

As explained earlier, the algorithm is not automatically applicable everywhere: it only works and produces valid results when the bidegrees $(s, t-|R|)$, ( $s-1, t-|R|$ ) for the $R \in \mathcal{S}_{B}$ are contained in a known vanishing region for the cohomology of the subalgebra $B$. There are easily determined vanishing regions for the $E_{2}$-term of the May spectral sequence for $\operatorname{Ext}_{B}$ that we can use. To state them let $Q_{s}=P_{s+1}^{0}$ denote the usual Bockstein operation.

Lemma 2.7. Let $B \subset A$ be a finite sub Hopf algebra and let $s_{\min }, s_{\max }$ be the smallest, resp. largest s with $Q_{s} \in B$. Then $\operatorname{Ext}_{B}^{s, t}(k)=0$ if either $t<s \cdot\left|Q_{s_{\text {min }}}\right|$ or $t>s \cdot\left|Q_{s_{\max }}\right|$.

One can thus choose between working above the vanishing line based on $s_{\min }$ or below the vanishing line for $s_{\max }$. We discuss the merits of these choices in the next sections.

## 3. Working below the vanishing line

Suppose $B \subset A(n)$ and let $\tau_{B}$ be the maxmimum of the dimensions of the $\operatorname{Sq}(R)$ in $B$. With $\rho_{n}=\left|Q_{n+1}\right|=2^{n+1}-1$ one has

Theorem 3.1. Suppose $B \subset A(n)$ and $t>\rho_{n} \cdot(s+1)+\tau_{B}$. Then algorithm 2 is applicable.

Proof. This is a straightforward diagram chase along the lines of Lemma 2.2 and 2.3. Details can be found in [6], Satz 2.2.15.

For a fixed bidegree $(s, t)$ this criterion yields a finite number of choices for applicable subalgebras $B$. Choosing the best one then amounts to finding that $B$ for which the dimensions of the $E_{R} C_{*}$ over all $\mathcal{S}_{B}$ becomes smallest.

In practice we have just evaluated the size of the first piece $E_{0} C_{*}$ to make the choice of $B$; experience shows that the initial homology calculation using $E_{0} C_{*}$ is facing larger matrices than the subsequent lifting problems. In our actual implementation we have only implemented a simplified search for $B$ using an

Input: A partial resolution below bidegree ( $s, t$ )
Input: An admissible subalgebra $B \subset A$ with its ordering of $\mathcal{S}_{B}$
Result: An extension of the resolution to $(s, t)$
Start by computing the homology of $E_{0} C_{*}$
$M \longleftarrow$ matrix of $d: E_{0} C_{s, t} \rightarrow E_{0} C_{s-1, t}$
$K \longleftarrow$ basis of kernel of $M$
$N \longleftarrow$ matrix of $d: E_{0} C_{s+1, t} \rightarrow E_{0} C_{s, t}$
$Q \longleftarrow$ basis of quotient $K / \operatorname{im} N$, i.e. of $H\left(E_{0} C_{*}\right)_{s, t}$
if $Q$ not empty then
Set up approximate boundaries for the new generators for $q_{i} \in Q$ do $x_{i} \longleftarrow$ a representative of $q_{i}$ in $E_{0} C_{s, t} \quad$ (will become $d\left(g_{i}\right)$ )
$d_{i} \longleftarrow d\left(x_{i}\right) \quad\left(\right.$ represents $d^{2}\left(g_{i}\right)$, should be zero at the end)
end
Extract error terms $e_{i}$ from $d^{2}\left(g_{i}\right)$ and compute corrections to $d\left(g_{i}\right)$
for $R \in \mathcal{S}_{B}, R \neq 0$ (process these in order) do $M \longleftarrow$ matrix of $d: E_{R} C_{s, t} \rightarrow E_{R} C_{s-1, t}$
for $q_{i} \in Q$ do
$e_{i} \longleftarrow$ extract the summands of $d_{i}$ from $E_{R} C_{s-1, t}$ $f_{i} \longleftarrow$ solution of $M \cdot f_{i}=e_{i}$ $x_{i} \longleftarrow x_{i}-f_{i}$ $d_{i} \longleftarrow d_{i}-d\left(f_{i}\right)$ end
end
Introduce new generators
for $q_{i} \in Q$ do
Verify that $d_{i}=0$
Introduce new generator $g_{i} \in C_{s+1, t}$ with $d g_{i}=x_{i}$.
end
end
Algorithm 2: The new algorithm


Figure 1: Application of Algorithm 2 to the computation of $C_{s}$ for $s=10, \ldots, 14$ and $t-s=120$ with $B=A(2)$ (the corresponding colors are blue, red, olive, purple, magenta). The squares represent the matrices of the initial homology computation; the triangles correspond to the lifting problems.
ordering of the $P_{t}^{s} \in A$, first via $t+s$, then by $s$. We then considered only those $B$ that are spanned by an initial segment of the $P_{t}^{s}$, i.e. $A(0), E\left(\mathrm{Sq}^{1}, \mathrm{Sq}(0,1)\right)$, $A(1), A(1) \cdot E(\mathrm{Sq}(0,0,1))$, etc. In practice this seems to give a sufficiently good choice.

We illustrate the working of the algorithm with some statistics from the computation for $p=2$ in topological dimension 120. Algorithm 2 is applicable there with $B=A(2)$. The dimensions of the vector spaces for $s=10, \ldots, 14$ are given in the following table.

| $s$ | $C_{s-1}$ | $C_{s}$ | $C_{s+1}$ | $E_{0} C_{s+1}$ | $E_{0} C_{s}$ | $E_{0} C_{s-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 29087 | 23997 | 19609 | 482 | 586 | 706 |
| 11 | 25029 | 20477 | 18385 | 447 | 494 | 604 |
| 12 | 21388 | 19213 | 18325 | 455 | 474 | 537 |
| 13 | 20070 | 19156 | 16601 | 396 | 457 | 489 |
| 14 | 19993 | 17350 | 14437 | 364 | 436 | 494 |

The dimensions of the matrices that are encountered in the subsequent lifting problems can be seen in Figure 1.

## 4. Working above the vanishing line

The subalgebras that were chosen in the last section become bigger as $(x, y)=$ $(t-s, s)$ approaches the $x$-axis; conversely, when $s$ gets bigger they tend to become smaller, hence less useful. For these cases a different choice of $B$ presents itself: let $F(n)=\mathbb{F}_{2}\left\{\operatorname{Sq}(R) \mid r_{1}=\cdots=r_{n}=0\right\}$. The smallest Bockstein in $F(n)$ is $Q_{n+1}$, hence Lemma 2.7 gives

Theorem 4.1. Suppose $B \subset F(n)$ and $t<\left(2^{n+1}-1\right)$ s. Then algorithm 2 is applicable.

Proof. This is again a straightforward diagram chase along the lines of Lemma 2.2 and 2.3. For details see [6], Satz 2.2.19.

To see that this gives a powerful choice of $B$ consider the problem of computing the zeroes above the Adams vanishing region, i.e. confirming mechanically Adams' theorem that $\mathrm{Ext}_{A}^{s, t}=0$ if $0<t-s<2 s-3$ (see [1]). The naive algorithm would have to verify the exactness of

$$
A h_{0}^{s-1} \stackrel{\cdot \mathrm{Sq}(1)}{\longleftarrow} A h_{0}^{s} \stackrel{\cdot \mathrm{Sq}(1)}{\longleftarrow} A h_{0}^{s+1}
$$

in degree $t-s$; if $t-s=200$ these vector spaces have dimension $\approx 15000$ which makes the computation of kernels and images challenging. Theorem 4.1 allows to pick $B=F(1)$ in this region, so the homology calculation in Algorithm 2 will instead look at the sequence

$$
\begin{equation*}
F(1) \backslash A h_{0}^{s-1} \stackrel{\cdot \mathrm{Sq}(1)}{\longleftarrow} F(1) \backslash A h_{0}^{s} \stackrel{\cdot \mathrm{Sq}(1)}{\leftrightarrows} F(1) \backslash \backslash A h_{0}^{s+1} \tag{5}
\end{equation*}
$$

Here $F(1) \backslash \backslash A \cong \mathbb{F}_{2}\left\{\mathrm{Sq}^{k} \mid k \geq 0\right\}$ is just one-dimensional in every degree so the computation is pretty trivial (and in fact independent of the topological dimension $t-s)$.

We illustrate the effect of using $B=F(2)$ in the following table which lists the dimensions of the vector spaces for $s=35$ and $t-s=114, \ldots, 118$.

| $t-s$ | $C_{34}$ | $C_{35}$ | $C_{36}$ | $E_{0} C_{36}$ | $E_{0} C_{35}$ | $E_{0} C_{34}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 114 | 3187 | 2683 | 2471 | 235 | 255 | 322 |
| 115 | 3345 | 2817 | 2587 | 251 | 273 | 342 |
| 116 | 3501 | 2946 | 2712 | 261 | 283 | 356 |
| 117 | 3666 | 3075 | 2829 | 269 | 295 | 368 |
| 118 | 3844 | 3225 | 2961 | 286 | 314 | 390 |

The corresponding Figure 2 also shows the dimension of the matrices in the lifting problems. The figure shows that the decomposition of the $C_{*}$ into the $E_{R} C_{*}$ is not as uniform as in Figure 1.


Figure 2: Application of Algorithm 2 to the computation of $C_{s}$ for $s=35$ and $t-s=114, \ldots, 118$ with $B=F(2)$ (the corresponding colors are blue, red, purple, orange, magenta). The squares again represent the matrices of the initial homology computation, the triangles the lifting problems.

There is a small but interesting extension of this result for $p=2$. Let

$$
F^{\prime}(n)=\mathbb{F}_{2}\left\{S q(R) \mid r_{1}=\cdots=r_{n-1}=0, r_{n} \equiv 0 \bmod 2\right\} \subset F(n-1)
$$

Although this is just a subalgebra of $A$, not a sub Hopf algebra, our theory is nonetheless applicable:

Theorem 4.2. Suppose $B \subset F^{\prime}(n)$ and $t<\left(2^{n+1}-2\right) s$. Then algorithm 2 is applicable.

Proof. See [6], Satz 2.2.22.
This theorem is best understood by comparison with the odd-primary situation. Recall that for $p>2$ the Steenrod algebra has generators $P(R)$ that resemble the $S q(2 R)$, and separate Bockstein operators $Q(\varepsilon)$ where $\varepsilon=\left(\varepsilon_{0}, \varepsilon_{1}, \ldots\right)$ with $\varepsilon_{j} \in\{0,1\}$. The analogues of $F(n)$ and $F^{\prime}(n)$ are

$$
\begin{aligned}
F(n) & =\mathbb{F}_{p}\left\{Q(\varepsilon) P(R) \mid r_{1}=\cdots=r_{n}=0, \varepsilon_{0}=\cdots=\varepsilon_{n-1}=0\right\} \\
F^{\prime}(n) & =\mathbb{F}_{p}\left\{Q(\varepsilon) P(R) \mid r_{1}=\cdots=r_{n}=0, \varepsilon_{0}=\cdots=\varepsilon_{n}=0\right\}
\end{aligned}
$$

For $p>2$ both $F(n)$ and $F^{\prime}(n)$ are sub Hopf algebras for which the analogue of Theorem 4.1 applies.

Using $F^{\prime}(n)$ can give a considerable speedup. Consider again the reduction (5) that was applicable above the $v_{1}$-line of slope $1 / 2$. Theorem 4.2 allows to replace $F(1)$ by $F^{\prime}(1)$ if the bidegree lies above the $h_{1}$-line of slope 1 . Since $F^{\prime}(1) \backslash \backslash A \cong A(0)$ this reduces the verification of $\mathrm{Ext}_{A}^{s, t}=0$ in the region $1<$ $t-s<s$ to the empty computation!

Similarly, using $F^{\prime}(2)$ is justified above a line of slope $1 / 5$ which eventually covers the entire $v_{1}$-periodic region. To verify the exactness of the resolution in that region the algorithm only looks at

$$
F^{\prime}(2) \backslash \backslash A \cong \mathbb{F}_{2}\{S q(r, \varepsilon) \mid r \geq 0, \varepsilon=0,1\}
$$

which has at most 2 generators in every degree.

## 5. Lifting problems

It is important to realize that the signature filtration does not just allow the computation of a resolution; it also facilitates the computation with it. The central problem here is usually to solve lifting problems: a cycle $z \in C_{s, t}$ is given and the task is to find some $w \in C_{s+1, t}$ with $d(w)=z$. This process is the core, for example, of the computation of a chain map when the target is $C_{*}$. The signature filtration can be used to decompose this computation in exactly the same way as during the computation of the resolution (see Algorithm 3 for a formalization).

The author's experience seems to suggest that the computation of the matrices $E_{0} C_{s, t} \rightarrow E_{0} C_{s-1, t}$ takes considerably more time than the linear algebra routines. This suggests that it might be wise to already cache these matrices during the computation of the resolution.

## 6. Implementations

The author implemented the algorithm for $p=2$ as part of his PhD thesis. That implementation was written in C . He was then able to compute the resolution up to $t-s=210$ using a machine with a 300 MHz AMD K6-2 processor; the computation took 108 days. The running time per dimension seemed to double every 10 dimensions. In dimension 181 the author decided to rewrite part of the multiplication routine using the SSE2 instruction set; this essentially doubled the speed of the program. However, given the exponential growth of the computational challenge this was effectively only good enough to buy ten more stems. More information about running times, memory usage, etc. can be found in [6, Fig. 2.12-2.15].

```
Input: A resolution up to bidegree \((s, t)\)
Input: An admissible subalgebra \(B \subset A\) with its ordering of \(\mathcal{S}_{B}\)
Input: A cycle \(z \in C_{s, t}\)
Result: A preimage \(w \in C_{s+1, t}\) with \(d(w)=z\)
\(w \longleftarrow 0\)
Extract error terms e from \(z\) and compute correction to \(w\)
for \(R \in \mathcal{S}_{B}\) (process these in order) do
        \(M \longleftarrow\) matrix of \(d: E_{R} C_{s+1, t} \rightarrow E_{R} C_{s, t}\)
        \(e \longleftarrow\) extract the summands of \(z\) from \(E_{R} C_{s, t}\)
        \(f \longleftarrow\) solution of \(M \cdot f=e\)
        \(w \longleftarrow w+f\)
        \(z \longleftarrow z-d(f)\)
end
```

Algorithm 3: Computing the lift of a cycle

In 2004 the author started a new project [7] which also works for (small) odd primes and comes equipped with an interface to the Tcl programming language. The tables in this paper were computed using that library. The library is the computational engine behind the author's Yacop/Sage project which strives to create an experimental Steenrod algebra cohomology package for the Sage computer algebra system.

## 7. Loose ends

We close this paper with a few remarks.
Firstly, our algorithm seems to be a strong argument in favour of the Milnor basis of the Steenrod algebra as the right basis for mechanical cohomology calculations. Our signature filtration seems to be difficult to handle in the SerreCartan basis of admissible monomials, for example. Furthermore, Lemma 2.6 shows how to compute the induced differential on the $E_{R} C_{*}$ directly. The naive approach, i.e. first computing the differential in $F_{R} C_{*}$ and then reducing modulo the $F_{S} C_{*}$ with $S>R$, would be a lot more wasteful.

Secondly, the algorithm can also be used to compute a minimal "complex motivic resolution" $M_{*}$ of the Steenrod algebra (see [3] for an introduction to this topic). The reason is that such an $M_{*}$ is just a resolution of the ordinary Steenrod algebra that is equipped with an extra "Bockstein filtration". One begins by computing a minimal resolution $K_{*}$ of the trigraded algebra $E A$ which is the "odd primary Steenrod algebra for $p=2$ ". Our theory is directly applicable to this computation. In a second pass one then interprets $E A$ as an associated graded of the ordinary Steenrod algebra. Using the same generators as in $K_{*}$
and lifting the terms of the differentials in $K_{*}$ arbitrarily from $E A$ to $A$ defines an approximate $M_{*}$ which however fails to satisfy $d^{2}(g)=0$. One then computes successively correction terms to the $d(g)$ that remedy this. The correction process procedes along the third (Bockstein) grading of $E A$ and requires at each step to solve a lifting problem in $K_{*}$ for which our theory is again applicable.

Furthermore, the signature filtration can also be used to resolve modules other than the ground field. To find out which $B$ is applicable at a given bidegree some external knowledge of $\operatorname{Ext}_{B}(M)$ is necessary. This might be interesting for modules that are free over some $A(n)$, for example. The author has not pursued this, though, since his preferred approach to the computation of $\operatorname{Ext}_{A}(M)$ uses the resolution $M \otimes_{k} C_{*}$ of $M$ where $C_{*}$ is the ground field resolution. At least for small $M$ that makes the computation of a separate resolution for each $M$ unnecessary.

Finally, a very interesting open question is the applicability of our shortcut to the computation of unstable cohomology charts.
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