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MULTIPLE SOLUTIONS FOR A DYNAMIC
STURM-LIOUVILLE BOUNDARY VALUE PROBLEM ON
TIME SCALES WITH IMPULSIVE EFFECTS

M. FERRARA - S. HEIDARKHANI - S. MORADI - A.L.A. DE ARAUJO

In this study, we explore the existence of multiple solutions for a dy-
namic Sturm-Liouville boundary value problem on time scales that in-
corporate impulsive effects. Utilizing variational methods and applying
certain critical point theorems from Ricceri for smooth functionals, we
demonstrate the existence of at least three solutions to the problem. To
illustrate the practical relevance of our findings, we provide an example
at the end.

1. Introduction

Let T be a time scale, defined as a nonempty closed subset of R. Notably,
examples of time scales include T = R, which relates to differential equations,
and T = Z, which pertains to difference equations. Assume a fixed value 7' > 0
with the condition that 0,7 € T. This paper aims to explore the existence of
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three solutions for the following problem:

—(P(6)2%(6))* +4(6)2 (¢) = Af (5,27 (¢)) + ug(5.2°(6)),6 # 6> 6 € [0, T]r,

Alp(e)zi(g)) =1i(z(gy),  j=1,....m,

12(0)—A0) =0, 1z(p(T))+ L (p(T)) =0

P))

where p € C'([0,p(T)]r, (0, +)), g € C([0,T]1,[0,+e)), f,g € C([0,T]y %
R,R),A>0,u>0,1,>0,fori=1,2,3,4and 11 +1,b, >0, 3+14 >0, 1+
13>0.0=¢ <g < <Gn<gnr1 =T, Alp())z*(5))) = p() (z*(]") —
22(6;))s 2(g;") = limy, 01 2%(g + h) and 2%(g;") = limy,0+ 23(g; — h) denote
the right and the left limits of z2(g) at ¢ = Gj» respectively, in the sense of the
time scale, that is, in terms of 4 > 0 for which g; +h,¢; —h € [0, T|t, whereas if
6; is left-scattered, we interpret z4(g;) = 2(g;) and z(g; ) = z(g;) and [; : R —
R, j=1,...,m are continuous.

The theory of dynamic equations on time scales was proposed by Stefan
Hilger in his PhD thesis in 1988 [23]. This approach has garnered significant
interest from researchers because it unifies both continuous and discrete dy-
namic equations on a theoretical level, while also offering substantial practi-
cal applications. By leveraging this theory, researchers can investigate various
fields, including insect population models, phytoremediation of metals, wound
healing, and epidemic modeling [4, 10, 11, 33].

A time scale is defined as a nonempty closed subset of real numbers. In
the realm of time scale calculus, various notations and theorems have been well
established. To better understand the application of variational methods and
critical point theory in dynamic equations on time scales, we briefly review
relevant findings from the existing literature [1-3, 5, 7-9, 12, 14, 17, 19, 36, 37].

For instance, in [5], the authors employed variational methods to demon-
strate the existence of at least one nontrivial solution for problem (P;{r ) when
I; =0, j=1,...,m. Additionally, [19] utilized variational methods to show the
existence of infinitely many solutions for the perturbed problem (P{ ) under the
same conditions. Furthermore, [17] discussed conditions that ensure the exis-
tence of at least three solutions for the perturbed problem (P/{) when I; = 0,
j=1,...,memploying critical point theory alongside variational methods.

Conversely, impulsive differential equations have gained significance in re-
cent years, particularly in mathematical models that describe real processes
and phenomena in fields such as physics, chemical technology, population dy-
namics, biotechnology, and economics. Recently, numerous researchers have
focused on impulsive differential equations, employing variational methods,
fixed-point theorems, and critical point theory. For further information, we di-
rect the reader to [16, 22, 31] and the associated references.
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Furthermore, impulsive and periodic boundary value problems on time scales
have been extensively explored in the literature. Various methods have been
employed to investigate periodic solutions of impulsive differential equations
on time scales, including the methods of lower and upper solutions, fixed-point
theory, and coincidence degree theory. However, the application of variational
methods to study solutions for impulsive differential equations on time scales
has received significantly less attention. To our knowledge, the variational
method is an effective tool for addressing nonlinear problems on time scales that
involve certain types of discontinuities, such as impulses (see [6, 13, 27, 39, 40]
and their references).

For instance, in [13] the authors have studed the existence of weak solutions
for second-order boundary value problem of impulsive dynamic equations on
time scales by employing critical point theory. In [40] the authors have pre-
sented a approach via variational methods and critical point theory to obtain
the existence of solutions for the nonautonomous second-order system on time
scales with impulsive effects. In [27] the authors have proven some conditions
for the existence of solutions to a nonlinear impulsive dynamic equation with
homogeneous Dirichlet boundary conditions employing variational techniques
and critical point theory.

Inspired by the aforementioned studies, this paper presents new criteria to
ensure that the problem (P){ ) has at least three weak solutions for suitable val-
ues of the parameters A and u within specific real intervals. Notably, we only
require g to be a continuous function, which allows us to apply variational meth-
ods effectively. Additionally, we derive multiplicity results for two scenarios:
when the nonlinearity f is asymptotically quadratic, as well as when it is sub-
quadratic as |z| — oo. Our approach leverages variational methods alongside a
three critical points theorem established by Ricceri [28].

2. Preliminaries

Our main tool is a theorem due to Ricceri, who is recalled below in Lemma 2.1
and has been obtained in [28, Theorem 2]. Let X be a real Banach space, and as
in [28], we denote by Wy the class of all functionals ® : X — R possessing the
following property: If {z,} is a sequence in X converging weakly to z € X with
liminf, . ®(z,) < O(z), then {z,} has a subsequence converging strongly to z.
For example, if X is uniformly convex and g : [0,00) — R is a continuous and
strictly increasing function, then the functional z — g(||z||) belongs to the class
Wk.

Lemma 2.1. Let X be a separable and reflexive real Banach space, let O :
X — R be a coercive, sequentially weakly lower semicontinuous C'-functional,
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belonging to Wy, bounded on each bounded subset of X and whose derivative
admits a continuous inverse on X*, and let J : X — R be a Cl-functional with
compact derivative. Assume that © has a strict local minimum zo with ©(zp) =
J(z0) = 0. Finally, setting

. J(z) .. J(2)
p =max< 0, limsup , limsup —= »,
{ ||z|| oo 0(z)" usz O2)

X= sup =,

€01 ((0.)) O(2)
and assume that p < . Then for each compact interval [c,d] C (1/x,1/p)
(with the conventions that 1/0 = e and 1/e0 = 0), there exists R > 0 with the
following property: for each A € [c,d] and every C'-functional ¥ : X — R with
compact derivative, there exists 'y > 0 such that for each y € [0,7], the equation

O'(z) =AJ'(2) + u¥'(2)
has at least three solutions in X whose norms are less than R.

We direct the reader to the papers [15, 20, 21, 24, 32, 34], where Lemma 2.1
was effectively utilized to demonstrate the existence of at least three solutions
for boundary value problems.

The subsequent two results by Ricceri are sourced from [29, Theorem 1]
and [30, Proposition 3.1], respectively.

Lemma 2.2. Let X be a reflexive real Banach space, I C R an interval, let ® :
X — R be a sequentially weakly lower semicontinuous C' functional, bounded
on each bounded subset of X, whose derivative admits a continuous inverse on
X*, J: X = R functional with compact derivative. Assume that

lim (O(z) —AJ(z)) =oo forall A €1,

llzll ==

and that there exists p € R such that

sup inf(O(z) — A(p —J(x))) < infsup(O(z) — A (p —J(2))).

rel 2€X 2€X pef

Then there exists a nonempty open set A C I and a positive number R with
the following property: for each A € A and every C' functional J : X — R with
compact derivative, there exists 6 > 0 such that, for each | € [0, 8], the equation

' (z) —AJ (z) —u¥'(z) =0

has at least three solutions in X whose norms are less than R.
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Lemma 2.3. Let X be a nonempty set and ©, J two real functions on X. Assume
that there are s > 0 and zp,z1 € X such that

O(z0) =J(20) =0, O(z1) > s, sup J(z)<s )
2601 (—eo ] O(z1)

Then for each p satisfying

J
sup  J(z)<p<s ,
€01 (—oos] O(z1)

one has

sup inf(6(2) ~ A(p —J(2)) < inf sup(©(2) ~ A(p —J(2)).
A>0%€ €A >0

We direct the reader to the paper [32], where Lemma 2.2 was effectively
utilized to guarantee the existence of at least three solutions for boundary value
problems.

To establish suitable function spaces and apply critical point theory, we in-
troduce the following notations and results, which will be instrumental in the
proof of our main findings.

For f € Li([gl ,G62)T), we denote for convenience

Cpone= [ e
C)AC = C)AcC.
S [61.62)NT

To examine the problem (P/{ ), we will use a variational framework within the
space

HA([0,p*(T)]r) =
{z:[0,p*(T)]r = R: z€ AC[0,p*(T)]y and z* € L3([0,p*(T))T)} -
Then H} ([0,p*(T))r) is a Hilbert space with the inner product,
p*(T) PAT)
(@) = /0 z2(¢)v()Ag + /0 (e (g)Ag

(see [38]), and let || - ||HA1 be the norm induced by the inner product (-, ')HAI. For
every z,v € HA([0,p*(T)]r), we define

(1) (1)
(z,v)0 = /Op ' p(6)z*(s)vA()Ag + /Op ' q()z (6)v* (6)Ag

+01p(0)2(0)v(0) + v2p(p(T))z(p*(T) )v(p*(T))
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13 .
71’ if b >0,
V=< b
0, if=0

13 .
é, if 14 > 0,
Dy = U4

where

and

0, if 14, =0.

For every z € HL([0,p?(T)]t), we define

p*(T)
||zuo=</0 PO @Pac+ [ o) (o)A

1
2

+vlp(0)22(0)+‘02P(P(T))22(P2(T))> :

Lemma 2.4. [37, Lemmas 2.1, 2.2 and 4.2] The immersion HL([0,p*(T)]r) —
C([0,p*(T)]r) is compact. If z € HL([0,p?(T)]1), then

1

2(¢)| < V2max{(p*(T))?, (pZ(T)V%}HzHHAlfor eachg € [0,p*(T)]r.
(¢ <

Ifia, 4> 0o0rq(g) >0 for g € [0,T]r, then for z € HL([0,p*(T)]t),
C||zl|o for each every ¢ € [0, p*(T)|t where C = min{My,M>, M5} and

2
M, = V2 max ! y PA(T) )
1p(0) Mingepo,p(7)); P(S)
2
M, = \/imax ! , P (T) >
02p(0) Mingeo,p(7)j; P(S)

— Vimax { Vp(T) VP2A(T) }

mingepo. 71, 4(¢) Mingecpo o7y, P(S)
1
d wh — = +oo,
and where 0 +
Put
9
F(g,ﬁ):/ Flg,s)ds  forall (¢, ) € [0,T]r x R
0

and
[
G(g,ﬁ):/ g(c,s)ds  forall (¢,d) € [0,T]r x R.
0

We will now present the following assumption regarding the impulsive terms:
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(Z) Assume that I; for each j = 1,...,m is a increasing function such that
1;(0) =0and I;(¥%)® > 0 for each ¥ € R.

We need the following lemma to aid in the proof of the main result.

Lemma 2.5. Let S: H\([0,p*(T))1) — (HL([0,p*(T)]T))* be the operator de-
fined by

s = [ @Rt [ gle)P (e (s

+01p(0)2(0)v(0) + v2p(p(T))z(P*(T))V(p*(T)) + il/(Z(Gj))V(GJ)

for each z,v € H([0,p*(T)]r). Then S admits a continuous inverse on
(HA([0,p*(T)]T))".

Proof. By the similar way as in the proof of [18, Lemma 4] it is obvious that

c*(T)
S(u)(u):/o DI 2m+/ 1)[2Ar
+B1p(0)u*(0) + B2p(o(T))u (GZ(T))— [ [5,

which follows that S is coercive. Owing to our assumptions on the data, one has
(S(u) = S(v),u=v) = s —ul|§ >0

for every u,v € Hx([0,06%(T)]r), which means that S is strictly monotone. More-
over, since H} ([0, 6%(T)|1) is reflexive, for u, — u strongly in H, ([0, 6*(T)]t)
as n — oo, one has S(u,) — S(u) weakly in (Hi([0,06%(T)]r))* as n — oo.
Hence, S is demicontinuous, so by [35, Theorem 26.A(d)], the inverse op-
erator S~! of S exists and it is continuous. Indeed, let e, be a sequence of
(HL([0,02(T)]1))* such that e, — e strongly in (H}([0,06%(T)]r))* as n — oo.
Let u, and u in H{ ([0,02(T)]r) such that S~!(e,) = u, and S~!(e) = u. Taking
into account that S is coercive, one has that the sequence u,, is bounded in the
reflexive space H\ ([0,02(T)]r). For a suitable subsequence, we have u, — #
weakly in H}([0,06%(T)]r) as n — oo, which concludes

(S(up) —S(u),up — ) = (e, — e,u, — i) = 0.

Note that if u, — @ weakly in H:([0,0%(T)]r) as n — +oo0 and S(u,) — S(i)
strongly in (H2([0,02(T)]1))* as n — oo, one has u, — i strongly in H1([0,0%(T)]T)
as n — oo, and since S is continuous, we have u,, — /i weakly in H, ([0, 6%(T)]r)
as n — +oo and S(u,) — S(i1) = S(u) strongly in (H, ([0,02(T)]r))* as n — +oo.
Hence, taking into account that S is an injection, we have u = i. O
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3. Main results

In this section, we present and prove our main results. Let

moora(s))
I+, [ 10
M= inf -

. p(s)
2eH}((0.02(T)]r)\{0} /0 F(g,2°(¢))Ag

p(s)
Y CEIGINER

and

" 1

>~ max{0, Ao, A}’
where »
p(s)
[ Fe6)ac
Ao = limsup 0 e
0 “\9J]
S WEES A (ot
=170

and

p(s)
| Fepenas
Ao = limsup L

ol 2(6))
Sl N ETR W AR (ST
=1

Theorem 3.1. Assume that

(Ay) there exists a constant € > 0 such that

max F(g,z max F(¢,z
max {limsup ge[0|’T|];T (s )’ limsup G€[0,T]y (6,2) } <e,
Z

70 |2]—e0 |22

(A2) there exists a function w € HL([0,p*(T)]r) such that
morw(g))
Wig+ Y, [ 10ag #0
=1

and

p(s)
| Few A

2C%p(g)e < ) .
LGRS W AR TE
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Then for each compact interval [c,d] C (A, A2), there exists R > 0 such that for
each A € [c,d] and every continuous function g : [0,T|t x R — R, there exists
Y > 0 such that for each u € [0,7], the problem (P{ ) has at least three weak
solutions whose norms in H.([0,p?(T)]r) are less than R.

Remark 3.2. Under conditions (.A;) and (\Ay), it is true that A; < A, as shown
in the proof of Theorem 3.1 given below.

Proof. We aim to apply Lemma 2.1 to the problem (P/{). Take X = H.([0,p?(T)]r)
and let the functionals @, ¥ and J for each z € X, defined by

1 o ra(gi)
o) =5l + Y. [ (L. G
j=1

(T)
v = [" 662 (e)as
and

(T)
1= [ P2 e

Let us prove that the functionals ®, ¥ and J satisfy the required conditions in
Lemma 2.1. Standard arguments show that ® — AJ — uW¥ is a Gateaux differen-
tiable functional whose Géteaux derivative at

(1) (1)
(@'—AJ —u¥)(2)(v) = /Op ' P(6)z* () (g)Ag + /Op ' 4(6)2 ()" (¢)Ag

+01p(0)2(0)v(0) + v2p(p(T))z(p*(T))v(p*(T)) + ilj(Z(Qj))V(Qj)
-

p(T) p(T)
—A/O f(g,z"(G))vp(G)Ag—u/O 8(5,27(5))v*(¢)Ag
for each z,v € X. Recalling (3.1), we have
"
O(z) > S |lzlls
for all z € X. Then, we have

0(z) = o,
[lzllo—o0
i.e.,, O is coercive, while Lemma 2.5 gives that ® admits a continuous in-
verse on X*. Now, let A be a bounded subset of X. Then there exist constants
s > 0, such that ||z[lo < s for each z € A. So, max ¢}, [2(¢)| < Cs for all
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z € A. Thus, by the continuity of /;, we see that there exists K > 0 such that

morz(g))
(&)d
L) o

< K. Then, by (3.1), we have

1
0(z) < §||s\|3+1(.

Hence, ® is bounded on each bounded subset of X. We now prove ® € Wy.
Let the sequence {z;} C X, z C X, zx — z and liminfy_,.. ®(zx) < O(z). Below,
we show that {z;} has a subsequence converging strongly to z. Assume, to the
contrary, that {z; } does not have a subsequence converging strongly to z. Then,
there exist € > 0 and a subsequence of z, still denoted by itself, such that

Tk —<

>¢ forallkeN.

1
HA

Note that {z;} converges uniformly to z by [26, Proposition 1.2]. Then, in view
of the definition of || - ||, there exists £ > 0 such that

%2 >g forallkeN.
0

Thus, one has

@(Zkz_z) > & forallkeN. (3.2)

Since {z;} converges uniformly to z and I;, j = 1...,m, are continuous, we
reach that

lim O(zx) = O(z). (3.3)

k—»oo
It is obvious that @ is convex, continuous, strictly increasing and ®(0) = 0.
Moreover, O is sequentially weakly lower semicontinuous and that (z; +z)/2 —
z. Then, we obtain that

k—ro0

0(z) < liminf® (Z";Z> . (3.4)

Thus, from [25, Theorem 2.1], we have

1 1 Zk+z Zk—2
2®(Zk)+2®(z)_®< 3 >—|—®< 5 ) forall k € N

Taking limit superior as k — oo and using (3.2) and (3.3) in the above inequality,
we get that

O(z) — & > limsup® (Zk;Z> ,

k—roo
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which contradicts (3.4). This shows that {z;} has a subsequence converging
strongly to z. Therefore, ® € Wy. The functionals ® and J are two C!-
functionals with compact derivatives. Moreover, ® has a strict local minimum
0 with ®(0) = J(0) = 0. Therefore, the regularity assumptions on ® and J, as
requested in Lemma 2.1, are verified. In view of (.A4,), there exist 7;, 1, with
0 < 71 < 7 such that

F(g,z) <elzf (3.5)

for each ¢ € [0,T|r and every z with |z| € [0,7;) U (T2,00). Since F(G,u) is
continuous on [0, 7|t x R, F(g,z) is bounded on [0, 7| X [71, T2]. Thus we can
choose b > 0 and g > 2 such that

F(5,2) < elz* +blz|?
for all (g,z) € [0,T]r x R. Then, we have
J(z) <Cp()elzllg +bCp(s) Iz (3.6)
for all z € X. Hence, from (3.1) and (3.6), we have

~ J(z) 2
ll‘r;‘ljlép o) <2Cp(g)e. 3.7

Moreover, by (3.5), for each z € X \ {0}, we obtain that

s o FePEss [ P

6. @ | e(
- PO)SUPceior) cleomy F(6:2) | Cp()ellzl
B 0(z) 0(2)
F
- P(G)Supge[ol,T],\z\ze[o@] (6,2) ().
31zl
So, we get that
: J(2) 2
limsup —= <2C°p(g)e. (3.3)
lzllo—seo @(2)
In view of (3.7) and (3.8), we have
p = max< 0, limsup /() ,limsup& <2C%p(¢)e. (3.9)
lzlg—e @(2) " zm0 ©(2)

The assumption (A>) combined with (3.9) results in

X= sup G sup J2)
€010 ©(2)  x\(0) O2)
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() ()
[reweas [T R
; W =%
O g ¥ [ e
j=1

>2C°p(g)e > p.

>

Therefore, all the conditions of Lemma 2.1 are fulfilled. Clearly, A; = 1/ and
A, = 1/p. Then, by Lemmas 2.1, for each compact interval [c,d] C (41,42),
there exists R > 0 such that for every A € [c,d] and every continuous function
g:]0,T]r xR — R, there exists ¥ > 0 such that for each u € [0, 7], the problem
(P;) has at least three weak solutions whose norms in X are less than R. ]

Another application of Lemma 2.1 can be stated as follows.

Theorem 3.3. Assume that

max limsup maXGE[O,T];r F(g,2) Timsup maXQE[O,T];r F(g,z) <0
ZEHAI([O»pz(T>]T) z—0 |Z| |z|—o0 |Z|
(3.10)
and
p(s)
JARCEIONY:
sup 0 > 0. (3.11)

m

€H (0.2l 11712 4 Y /Z(gj)lj(C)dC
=170

Then for each compact interval [c,d] C (A1,o0), there exists R > 0 such that for
each A € [c,d] and every continuous function g : [0, Tt Xx R — R, there exists
v > 0 such that for each 1 € [0,7y|, the problem (P/{ ) has at least three weak
solutions whose norms in H\([0,p*(T)|r) are less than R.

Proof. For any € > 0, (3.10) implies that there exist 7| and 7, with 0 < 7] < 1
such that

F(g,2) < el

for each ¢ € [0,T]r and every z with |z| € [0,71) U (T2,0). Since F(g,u) is
continuous on [0, 7]t X R, F(¢,z) is bounded on [0,T] x |11, T2]. Thus, we can
choose 1 > 0 and t > 2 so that

F(g,2) < elz* +nlef

for all (g,z) € [0,T]r x R. Then, by following the same process as in the proof
of Theorem 3.1, we obtain the results stated in equations (3.7) and (3.8). Since
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€ is arbitrary, (3.7) and (3.8) give
max ¢ 0, limsup —= J(Z) limsup —= /() <0.
e+ @) 20" O()

Then, with p and } defined in Lemma 2.1, we have p = 0. By (3.11), we have
x > 0. In this case, clearly A} = 1/x and A; = . Thus, by Lemma 2.1 the
result is achieved. O

Remark 3.4. In Assumption (.A;) of Theorem 3.1, if we choose w(g) =1 >
0 for each ¢ € [0,T]. Clearly, w € HL([0,p?(T)]T) and (Az) now takes the
following form:

(A3) there exists a positive constant d such that

m

K,,+Z/ £)dg #0

where
2 (T)
k=" ([ a5 - 0ip0) +vapipr))

and

p(s)
/0 F(g,wP(g))Ag
m ew(g;)
Kn+2/ ’
=170

Now, we point out some results in which the function f is separable. To be
precise, we consider the problem

—(p(6)z%(6))* +a(6)2 () = A0(5) f(2P(5)) + 1g(s, 2 (5)), 6 # Gj,6 € [0, T,
Alp())(e)) =1i(alsy),  j=1,-..,m,
uz(0) —1z*(0) =0,  16z(p*(T)) +1uz*(p(T)) =0

2Cp(g)e <

(7 ,)
where 6 : [0,T]r — R is a nonzero function such that € L'([0,T]t) and f :
R — R is a continuous function and g : [0, 7]t x R — R is as introduced for the
problem (P}{r ) in the Introduction.

Let F(g,c) = 0(g)F(c) for each (g,c) € [0,T]r x R, where

F(c)= /ch(ﬁ)dﬂ for all c € R.

The following existence results are consequences of Theorem 3.1.
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Theorem 3.5. Assume that

(Ay4) there exists a constant € > 0 such that

F F
(’ZZ) , limsup —(Z) } <€,

sup 6(¢g)-max< limsup 5
|z] o0 ‘Z’

s€(0,T]r z—0 ‘Z

(As) there exists a positive constant 1 such that

Kn+2/ £)dg #0

and

p(s)
roue)) [ 8(e
o w(s))
Kn+j; /O

where w(g) =1 > 0 for each g € [0, Tr.

2C%p(g)e <

Then for each compact interval [c,d] C (A3, A4), where A3 and Ay are the same

p(s) p(s)
as A and 2y, but / F(¢,7°(¢))Ag is replaced by / 0(g)F(z(g))Ag,
0 0

respectively, there exists R > 0 such that for each A € [c,d]| and every con-
tinuous function g : [0,T]p x R — R, there exists ¥ > 0 such that for each
u € [0,y], the problem ((bf u) has at least three weak solutions whose norms

in H([0,p*(T)]r) are less than R.

Theorem 3.6. Assume that there exists a positive constant 1 such that

Kn+2/ $)d¢ >0

and
p(s)
| eFme(s)ag >0 (3.12)
where w(g) =1 > 0 for each g € [0, T|1. Moreover, suppose that
F F
limsup —- () limsupLzz) =0. (3.13)
0 |zf? |z]—so0 2]

Then for each compact interval [c,d] C (A3,0), where A3 is the same as A; but

p(s) p(s)
/ F(g,7°(5))AG is replaced by / 0(c)F(z°(g))Ag, there exists R > 0
0 0
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such that for each A € [c,d] and every continuous function g : [0,T]y xR - R,
there exists y > 0 such that for each p € |0,7|, the problem ((pf #) has at least

three classical solutions whose norms in H) ([0, p*(T)]r) are less than R.

Proof. From (3.13), we can easily observe that the assumption (A4) is satisfied
for each € > 0. Furthermore, using (3.12) and by selecting £ > 0 small enough,
we can derive the assumption (As). Therefore, the conclusion follows from
Theorem 3.5. 0

Now, we present an example in which the hypotheses of Theorem 3.6 are
satisfied.

Example 3.7. Let the time scale be given by
4
T = {:n: 1,2,...}U{0}
n
and T = 1. The elements of T are

T = {4,2,

At ¢ =1, the next point in T is %, since % < 1 and is the largest point less than
1 in T. Thus, the forward shift operator gives:

.1,

W
YRS
SNES

}U{O}

p(l)= g and p%(1) =2.

Consider the problem

M)+ (6) =A0(5)f(P(5),  s#61,  ¢el01]r,
A(zA( 1) =h(z(61)), (3.14)
z(0) —2z2(0) =0, A(1)=0

where 6(g) = 1 for each ¢ € [0,1]1, ¢ = 1/5, I} (¥) = ©®° for each ¥ € R, and

8%, <1,
f(&)=4 85, 1<{<2,
16, £>2.
It can then be easily verified that
28t £<1,

F({)=4 40°-2, 1<{<2,
16 —18, ¢ >2.
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By simple calculations, we obtain

1
Dlziandvzzo,

V2
T

xd

)

M, :ﬁmax{ ! - pZ(T) } \fma

1p(0) mingefop(r)); P(S)

R
" { v2p(0)  Mingefo (7)), P(S)

M :\@max{ ! P(T) . pA(T) }:\@max

mingco 71, ¢(§)” Mingco p (1), P(S)

S \

o5y s

IS

and C = min{M;,M,,M3} =2. By choosing 11 = 1, w(¢) has the form w(g) = 1.
It is trivial to verify that

]

K,,+Z/ £)d¢ = K1+/W5 £)d¢ >0,

p(s)
/ 0(g)F(wP(g))Ag = / 1)Ag > 0,
0

F@ _ o ) _

=0 22 e [2]?

and

Hence, by Theorem 3.6, for each compact interval [c,d]| C (0,0), there exists
R > 0 such that for each A € [c,d] and every continuous function g : [0, 1] x
R — R, there exists ¥ > 0 such that for each p € [0, y], the problem (3.14) has
at least three weak solutions whose norms in H2([0,p*(T)]r) are less than R.

The theorem presented below is a result of Lemma 2.3.
Theorem 3.8. Assume that there exist three positive constants 1 < § <2, 6,
and M with
0 <Cy/2Ky (3.15)
such that

(B1) f(g.c) > 0for each (g,c) € [0.T]r x R
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(B2) o
pls p(s)
/o EE’&F“ ,2)A Q<L /0 F(g,p)Ag
02 2C? o ew(s)) ’
Ko+ Y [ (6
=1

(B3) there exists p > 0 and a positive constant q such that

F(5,2)| < plzl* +q forall (g,2) € [0,T]r xR,

(Ba) there exists | > 0 and a function p € R such that

G(g,2) < Iz5+p forall (¢,2) € [0,T]T x R.

Then there exist a nonempty open set A C [0,0) and a positive number R > 0
such that for each A € A and every continuous function g : [0,T]y x R — R,
there exists 8 > 0 such that for each u € [0,0], the problem (P}]:) has at least
three weak solutions whose norms in H\([0,p*(T)]t) are less than R.

Proof. Forany A >0, z € H\([0,p*(T)]r), by (Q3), (Bs), and (Bs), we have
o)~ 11() 21132 [ (Fle. o)+ Eate () ag

) p(s) ¢ p(s) ¢
25l =2 ([ @+ aas) < (17 @) + i)
1
> 1208 = ApCp(9)l12lls — mIC P () 2115 — Ap(S)g — P (S)p.

Since § < 2, one has

lim O(z) —AJ(z) =e forall A >0.

l[2llo—+ee

Let w(g) =n > 0 for each g € [0, T with ) given in the condition. We have
p(T) ) p(T)
s = [7 Fem(enas = |
2

Moreover, by simple calculations, we see that @(w) = Ky. Lets = ek Then,

from (3.15), we have ®(w) > s. From the definition of ®, it can be concluded
that

O ! (—eos] C {z€ X1 2l < V2s}
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- {Z €X: |z(g)] < CV2s forall ¢ € [O,pZ(T)]T}
={z€X: |z(g)| < 0 forall ¢ €[0,p*(T)]r}.
Therefore,

p(T)
sup  J(z) < / max F (g, ®)Ag.
2€0-1((—oo,s]) 0o [vl<6

Thus, from the assumption (53;), we have

s({)i’v?) - ®(SW) (/Op(g)F(g,wp(g))Ag>
29022 (/OP(T)F(g,mAg)

o rw(g))
Kt X [ 0

Y

p(T)
max F(¢,9)A¢c > su J(z2).
/o |9]<0 (6. 9)a ze@*l((riw-,sb @

Thwn, we can fix p such that

sup J()<p<sJ(W)
z .
2601 ((—oo.s]) O(w)

From Lemma 2.3, we obtain

sup inf (O(z)—A(p—J(2)) < inf sup(®(z) —A(p —J(2)).
A>02€H,([0.p%(T)]r) 2€H([0.0*(T)]1) 220

Hence, by Lemma 2.2, for each compact interval [c,d] C (41,A2), there exists
R > 0 such that for every A € [c,d], and every continuous function g : [0, 7]t X
R — R there exists 6 > 0 such that, for each i € [0,6], ®'(z) —AJ (z) —u¥' =0
has at least three solutions in Hj ([0, p*(T)]r). Hence, the problem (P{ ) has at
least three weak solutions whose norms are less than R. O
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