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Dedicated to Silvio Greco in occasion of his 60-th birthday.

The goal of the paper is to build particular three codimensional arith-
metically Cohen-Macaulay subschemes of Pr , partial Gorenstein schemes,
whose graded Betti numbers can be easily computed in terms of their com-
binatorial support. This approach permits to realize many Betti sequences of
schemes with the same Hilbert function.

Introduction.

Graded Betti numbers are very re�ned projective invariants of a closed
subscheme X of P

r , strictly connected with its geometry. For instance the �rst
of them represent the degrees of a minimal set of generators for the saturated
homogeneous ideal of X .

It is known that the graded Betti numbers of a closed subscheme of
P
r determine its Hilbert function. Vice versa if H is an admissible Hilbert

function for a closed subscheme of P
r , what are all the possible graded Betti

numbers of closed subschemes of P
r whose Hilbert function is just H is indeed

an hard question. Obviously, in order to try to solve this general problem,
we can restrict the same question to particular classes of subschemes, for
instance arithmetically Cohen-Macaulay (aCM) or arithmetically Gorenstein
subschemes (aG) or schemes with low codimension.

1991 Mathematics subject classi�cation: 13 D 40, 13 H 10.
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For 2-codimensional aCM or 3-codimensional aG subschemes the problem
was completely solved (see papers by Gaeta [5], Stanley [12], Maggioni-Ragusa
[8], Campanella [2], Diesel [4], De Negri-Valla [3], Ragusa-Zappalà [10],
Geramita-Migliore [6], and many others). More precisely, if X ⊂ P

r is a
closed scheme in a well speci�ed class C and {αi j (X )} is the associated Betti
sequence, the set BC(H ) of all possible Betti sequences which agree with H
of subschemes in the same class C is a partially ordered set. In both of above
cases it was proved the existence of the maximum and minimum for BaCM(H )

and BaG(H ), and it was found which possibilities between the maximum and
the minimum are allowed.

If H is the Hilbert function of a c-codimensional aCM subscheme of
P
r , c ≥ 3, BaCM(H ) still admits the maximum (see the extremal resolution

described by Bigatti, Hulett and Pardue in [1], [7], [9]) but, in general, it does
not admit the minimum (see the example of Evans in [7]), so it seems hard
to describe the set BaCM(H ) in this more general situation, since we need to
determine the minimal elements and which elements between the minimal and
the maximum one are allowed.

In the paper [11] we built partial intersection schemes which permitted to
�nd a lot of elements of BaCM(H ). In this paper we provide a construction of
particular 3-codimensional aCM subschemes of P

r , partial Gorenstein schemes,
which generalize the partial intersection schemes and whose graded Betti num-
bers can be easily computed in terms of their combinatorial support. Partial
Gorenstein permit us to realize a greatest family of Betti sequences than partial
intersections, but we don�t know yet if they are suf�cient to �ll up BaCM(H ),

for any assigned H.

The structure of the paper is simple. In section 1 we de�ne partial
Gorenstein schemes, we prove that they are reduced aCM schemes and we
compute their Hilbert function in terms of their support. In section 2 we
compute all graded Betti numbers for such a scheme using Gorenstein liaison.
Finally in section 3 we illustrate by an example how we can realize many Betti
sequences corresponding to a same assigned Hilbert function (more than one
can realize using partial intersection schemes).

1. Partial Gorenstein in codimension 3.

Throughout this paper k will denote an algebraically closed �eld, P
r the

r -dimensional projective space over k, R=k[x0, . . . , xr ] =
�

n∈Z

H 0(OPr (n)).

If V ⊂ P
r is a subscheme, I (V ) will denote its de�ning ideal and

HV (n) = dimk Rn − dimk(I (V ))n its Hilbert function. Moreover, if V ⊂ P
r is
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a c-codimensional aCM scheme with minimal free resolution

0→ ⊕R(− j )αcj · · · → ⊕R(− j )α2 j →⊕R(− j )α1 j → I (V )→ 0

then the positive integers {αi j }j will denote the i-th graded Betti numbers.
In this section we construct suitable 3-codimensional aCM subschemes of

P
r which generalize the partial intersection schemes studied in [11]. Also for

such schemes we will be able to compute both Hilbert functions and graded
Betti numbers.

In order to de�ne these subschemes of P
r , we need some elementary

properties of particular posets.
Let A ⊂ N

2 be a 2-left segment (�nite) with respect to the ordering ≤
induced by the usual order of N and denote

MA = {(H,U )∈A× (N2 \A) | π1(H ) = π1(U )}

where πi : N
2 → N is the projection on the i-th component.

On N
2 we de�ne also the following ordering

(a, b) � (c, d) ⇐⇒ a ≤ c, b ≥ d.

Using these orderings we de�ne the following ordering on MA :
if (H,U ), (K , V ) ∈ MA we say (H,U ) ≤ (K , V ) ⇐⇒ H � K and

U ≤ V .

De�nition 1.1. A �nite left segment F of the poset (MA,≤) will be called a
A-left segment.

Now let F be a A-left segment; we denote

s = max{π1(U ) | (H,U )∈F }

t = max{π2(U ) | (H,U )∈F }

t = max{π2(H ) | (H,U )∈F }.

If A is a 2-left segment, we de�ne for every H = (i, j )∈A

rH = max{m ∈N | (m, j )∈A};

cH = max{n ∈N | (i, n)∈A}.

Note that rH depends only on j and cH only on i , hence sometimes we will set
r( j ) := rH and c(i) := cH . Moreover, since A is a left segment, we have

s = r(1) ≥ r(2) ≥ . . . ≥ r(t); t = c(1) ≥ c(2) ≥ . . . ≥ c(s).
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In the sequel we will denote

RA = {(H,U )∈A× (N2 \A)} | π2(H ) = π2(U ), π1(U ) ≤ s}.

If F is a A-left segment we set F̂ = F ∪RA. Moreover, for every H ∈A we
set

uH =

�
max{π2(U ) | (H,U )∈F } if such a set is not empty ,
cH otherwise.

Note that, since F is a A-left segment, if K � H then uK ≥ uH .

Now, with the above notation, we choose two families of hyperplanes of P
r

(r ≥ 3) suf�ciently generic (here we mean that every 3 of them meet on distinct
3-codimensional linear varieties):
{A1, . . . , As }, {B1, . . . , Bt} whose de�ning forms are {z1, . . . , zs } and

{y1, . . . , yt}, respectively.
For any (H,U ) ∈ F̂ , H = (h1, h2),U = (u1, u2), we denote LH =

Ah1 ∩ Bh2 , RU = Au1 ∩ Bu2.

Now we are ready to de�ne our schemes. Let F̂ be as above; for every
α = (H,U ) ∈ F̂ , set Vα = LH ∩ RU . Note that, because of the genericity of
the hyperplanes and since either π1(H ) = π1(U ) or π2(H ) = π2(U ), Vα is a
3-codimensional linear variety of P

r . Finally, the scheme

V
F̂
=

�

α∈F̂

Vα

will be said a partial Gorenstein relative to F with respect to the families of
hyperplanes {Ai }, {Bj }.

Remark 1.2. Note that, whenever N ≥ s + t − 1 one can consider in
P

N partial Gorenstein schemes with respect to families of hyperplanes whose
de�ning forms are indeterminates. Such schemes will be called standard partial
Gorenstein.

Proposition 1.3. Every partial Gorenstein scheme is a generic h-plane section
of a standard one relative to the same A-left segment, for some h.

Proof. Let X ⊂ P
r be a partial Gorenstein scheme relative to an A-left

segment F with respect to the families of hyperplanes whose de�ning forms
are {z1, . . . , zs ; y1, . . . , yt }. Let d be the dimension of the k-vector space
U of R1 generated by such forms. Write R1 = U ⊕ V . Let �R =

k[Z1, . . . , Zs; Y1, . . . , Yt ;W1, . . . , Wr+1−d ] and de�ne a surjective linear map
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τ1 : �R1 → R1 by τ1(Zi) = zi for 1 ≤ i ≤ s, τ1(Yj ) = yj for 1 ≤ j ≤ t
and such that τ1(W1), . . . , τ1(Wr+1−d ) is a basis for V . Let τ : �R → R the
surjective graded k-algebra map induced by τ1. Note that ker τ is minimally
generated by h = s + t − d linear forms. Then τ−1(I (X )) de�nes the stan-
dard partial Gorenstein scheme of P

N , N = s + t + r − d , �X relative to the
same F with respect to the families of hyperplanes whose de�ning forms are
the indeterminates {Z1, . . . , Zs; Y1, . . . , Yt}. �

Remark 1.4. The name partial Gorenstein is justi�ed since, when F is a A-
left segment such that (H,U ) ∈ F whenever H ∈ A and U ∈ (N2 \ A) and
π2(U ) ≤ t , then a 3-partial Gorenstein with such a support (with respect to any
families of hyperplanes) is indeed an arithmetically Gorenstein scheme (as we
will see).

Remark 1.5. The 3-partial intersections de�ned in [11] are a particular case of
the above partial Gorenstein schemes. Namely, if B is a 3-left segment (�nite)
of N

3 and X is a partial intersection relative to B and with respect to some
families of hyperplanes {Ai }, {Bj } and {Ck}, if we set ai = max{πi (α) | α ∈B},
we can consider the 2-left segment (rectangle) R generated by (a2, a3); now,
de�ne

FB = {(H,U )∈MR | (π1(H ), π2(H ), π2(U ))∈B}.

One can show easily that FB is a R-left segment and the scheme VFB
,

with respect to the families of hyperplanes {Ca3 , . . . ,C1; A1, . . . , Aa1 } and
{B1, . . . , Ba2} is just X .

In order to show that a partial Gorenstein scheme X with support on the
A-left segment F (as above) is a 3-codimensional aCM subscheme of P

r we
de�ne, for i = 1, . . . , s

Yi =
�

(i, j)∈A

X ∩ L(i, j).

Of course, X =
s�

i=1

Yi . If we set H = (i, j ) and

MH = {BcH+1, . . . , BuH
, ArH+1, . . . As }

we have that
X ∩ L(i, j) = Ai ∩ Bj ∩ C(i, j)

where C(i, j) =
�

C∈M(i, j)

C . In the sequel we will denote

Si =
�

j

(Bj ∩ C(i, j)).



358 ALFIO RAGUSA - GIUSEPPE ZAPPALÀ

Note that for all i Si ∩ Ai = Yi .

Lemma 1.6. Si is a 2-partial intersection in P
r for every i .

Proof. If H = (i, j ) and K = (i, j + 1), we see that MH ⊆ MK : indeed,
since K � H we have that uH ≤ uK , and, on the other hand rH ≥ rK . Because
of that, it is not too hard to renumber the sets M(i,c(i)) and {Bj }j=1,...,c(i), so that
the support of Si becomes a 2-left segment. �

As a consequence of the above lemma we have that every Yi is a 2-
partial intersection of Ai (or a degenerate 3-partial intersection); nevertheless,
in general, Yi �= X ∩ Ai .

Now, for every H = (i, j )∈A, de�ne

FH =

s�

p=r( j)+1

zp

uH�

q= j+1

yq .

Then, according to the result of Theorem 3.1 in [11], we see that I (Si ) is

generated by FH for all H ∈A with π1(H ) = i and by
c(i)�

q=1

yq .

Lemma 1.7. With the above notation, I (Si ) ⊆ I (Yn) for every n = i, . . . s.

Proof. Observe, at �rst, that I (Yn) = (zn ) + I (Sn). Moreover, since n ≥ i ,

c(n) ≤ c(i); therefore
c(n)�

q=1

yq , which is in I (Sn), divides
c(i)�

q=1

yq . Hence

c(i)�

q=1

yq ∈ I (Sn) ⊆ I (Yn). Finally, take FH with H = (i, j )∈A. If n > r( j ) then

zn divides FH =
s�

p=r( j)+1

zp
uH�

q= j+1

yq , therefore FH ∈ I (Yn). We are left with

the case when n ≤ r( j ). In this case K = (n, j )∈A and, since n ≥ i , H � K ,
hence uK ≤ uH . This implies that FK divides FH , and, since FK ∈ I (Sn), we
can conclude that FH ∈ I (Yn). �

We are ready to prove that a partial Gorenstein is an aCM scheme and to
give a set of generators for its de�ning ideal.

Theorem 1.8. Let X be a partial Gorenstein subscheme of P
r relative to the

A-left segment F with respect to the families of hyperplanes {Ai }, {Bj }, whose
de�ning forms are, respectively, {zi }, {yj }. Let Yi and Si as before and denote
Xn = Y1 ∪ . . . ∪ Yn for n = 1, . . . , s. Then the following sequence of graded
R-modules

0 −→ I (Yn )(−(n − 1))
f
→ I (Xn)

ϕ
→ I (Xn−1)/( f ) −→ 0
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is exact, where f =
n−1�

i=1

zi and ϕ is the natural map. Moreover

I (Xn) = I (S1)+ z1 I (S2)+ z1z2 I (S3)+ · · · + z1 . . . zn−1 I (Sn)+ (z1 . . . zn ).

In particular, X is a 3-codimensional aCM (reduced) subscheme of P
r .

Proof. We use induction on n. The case n = 1 is trivial since I (X1) = I (Y1) =
I (S1)+ (z1). If n > 1 we show that the sequence

0 −→ I (Yn )(−(n − 1))
f
→ I (Xn)

ϕ
→ I (Xn−1)/( f ) −→ 0

is exact. The only thing to verify is the surjectivity of ϕ . Take an element
α ∈ I (Xn−1)/( f ); by inductive hypothesis there is

β ∈ I (S1)+ z1 I (S2)+ z1z2 I (S3)+ · · · + z1 . . . zn−2 I (Sn−1)

such that α = β + λ
n−1�

i=1

zi . Now β =
n−1�

p=1

p−1�

q=1

zq fp , with fp ∈ I (Sp). By the

previous lemma I (Sp) ⊆ I (Yn), for p = 1, . . . , n − 1; hence, fp ∈ I (Yn),
for p = 1, . . . , n − 1. Therefore β ∈ I (Yn ) and, as β ∈ I (Xn−1), we have
β ∈ I (Xn−1) ∩ I (Yn) = I (Xn). Thus ϕ is surjective.

The exactness of the above sequence implies

I (Xn) =

n−1�

p=1




p−1�

q=1

zq



 I (Sp)+




n−1�

q=1

zq



 I (Yn) =

n−1�

p=1




p−1�

q=1

zq



 I (Sp)

+




n−1�

q=1

zq



 [(zn )+ I (Sn )] =

n−1�

p=1




p−1�

q=1

zq



 I (Sp)+ (

n�

q=1

zq )+




n−1�

q=1

zq



 I (Sn)

=

n�

p=1




p−1�

q=1

zq



 I (Sp)+ (

n�

q=1

zq ).

Now, the fact that X is a 3-codimensional aCM subscheme of P
r follows from

the above exact sequence using induction on n. �

Corollary 1.9. Let X ⊂ P
r be a partial Gorenstein scheme and �X ⊂ P

N a
standard partial Gorenstein such that X is a generic h-plane section of it. Let
�R be the coordinate ring of P

N . If �F• is an �R-free resolution of I (�X ) then
�F• ⊗�R R is an R-free resolution of I (X ).
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Proof. Just use that X is a generic h-plane section of �X and that both are aCM
schemes. �

Now we compute the Hilbert function of a partial Gorenstein X of P
r in

terms of its support F . If A is the 2-left segment underlying F , we denote
dH = c(H ) + π1(H ) − π2(H ) − 1, for all H ∈ A; moreover we de�ne
ϕ : A → N0 the map ϕ(H ) = |{U ∈ N

2 | (H,U ) ∈ F̂ }|. Finally, for all
H ∈A we set

ϕH (n) =
�
1 for dH ≤ n ≤ dH + ϕ(H )− 1
0 otherwise

for every n ∈N0.

Proposition 1.10. If X is a partial Gorenstein subscheme of P
r relative to the

A-left segment F , then

�r−2H (n) = |{H ∈A | dH ≤ n ≤ dH + ϕ(H )− 1}|

or equivalently

�r−2H (n) =
�

H∈A

ϕH(n).

Proof. For every H = (i, j )∈A we set YH = X ∩ LH . Since

�r−2HYH
(n) =

�
1 for 0 ≤ n ≤ ϕ(H )− 1
0 otherwise.

we see that ϕH (n) = �r−2HYH
(n − dH ), for every n. On the other hand, since

Yi =
�

π1(H )=i YH is a partial intersection, by Lemma 1.5 of [11], we have

�r−2HYi
(n) =

�

π1(H )=i

HYH
(n − c(H )+ π2(H )).

Using Lemma 1.6 we get

�r−2HX (n) =

s�

i=1

�r−2HYi
(n − i + 1),

hence

�r−2HX (n) =

s�

i=1

c(H )�

j=1

�r−2HYH
(n − i + 1− c(H )+ j )

=
�

H∈A

�r−2HYH
(n − dH ) =

�

H∈A

ϕH(n). �
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2. Betti numbers for Partial Gorenstein schemes.

In this section we want to compute the graded Betti numbers for partial
Gorenstein subschemes of P

r in terms of their support.
Let X ⊆ P

r be a partial Gorenstein scheme whose support is the A-left
segment F and relative to the families of hyperplanes {Ai }, {Bj } with de�ning
forms, respectively, {zi }, {yj } and let s and t be as in the previous section. We
de�ne Gorenstein completion of F the A-left segment

F
G =< (s, 1; s, t) >= {(H,U )∈MA | π2(U ) ≤ t}.

Note that the terminology is justi�ed by the fact that if X is a partial Gorenstein
relative to F with respect to the families of hyperplanes {Ai : zi = 0 | 1 ≤ i ≤
s} and {Bj : yj = 0 | 1 ≤ j ≤ t}, Z = V

F̂G is a 3-codimensional arithmetically
Gorenstein scheme. Namely it is the intersection between two 2-codimensional
arithmetically Cohen-Macaulay schemes V1 and V2 geometrically linked in a
complete intersection, where V1 is just the partial intersection with support on
A, relative to the same families of hyperplanes, and V2 is the linked scheme to
V1 in the complete intersection (

�s
i=1 zi ,

�t
j=1 yj ). Precisely I (Z ) is generated

by the following set of polynomials

� =






γ =
s�

i=1

zi ;

γa =
a−1�

i=1

zi
c(a)�

j=1

yj for every a such that c(a) < c(a-1);

γ ∗a =
s�

i=a+1

zi
t�

j=c(a)+1

yj for every a such that c(a) > c(a+1)

this follows from results in [11] (here we let c(0) = t + 1 and c(s + 1) = 0). If
t > t , � is minimal. If t = t , then γ is multiple of γ ∗r(t) and γ1 is multiple of
γ ∗s and � \ {γ, γ1} is minimal.

Now we introduce in F
G the following ordering:

(K , V ) ≤g (H,U ) ⇐⇒ (K , V ) ≤ (H,U ) and r(K ) = r(H ).

Finally, we set F ∗ = F
G \ F and

F
∗
min = {α ∈F

∗ | α is minimal with respect to ≤g}.

Now we associate to every α = (a, b; a, c)∈F
G the following form

Pα =

s�

i=r(b)+1

zi

c−1�

j=b+1

yj

a−1�

k=1

zk .
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In the following we let

[a, b] = {n ∈Z | a ≤ n ≤ b}

Lemma 2.1. Let α = (H,U ), β = (K , V ) ∈ F
G; then Pβ divides Pα if and

only if β ≤g α.

Proof. For the if part it is enough to prove that

a) [r(K )+ 1, s] ⊆ [r(H )+ 1, s];
b) [π2(K )+ 1, π2(V ) − 1] ⊆ [π2(H )+ 1, π2(U )− 1];
c) [1, π1(K )− 1] ⊆ [1, π1(H )− 1].

The inclusion a) follows since r(H ) = r(K ). Since K � H we have π2(K ) ≥

π2(H ), and since V ≤ U we have π2(V ) ≤ π2(U ); this implies b). Now, since
π1(K ) ≤ π1(H ), c) follows.

Vice versa, if Pβ divides Pα , each linear form appearing in Pβ should
appear also in Pα (up to scalars), but this implies, by the generality of the forms,
b) and [1, π1(K )− 1]∪ [r(K )+ 1, s] ⊆ [1, π1(H )− 1]∪ [r(H )+ 1, s]. Now,
since π1(H ) /∈ [1, π1(H )−1]∪[r(H )+1, s], an easy check shows that a) and c)
should hold. From c) one gets immediately π1(K ) ≤ π1(H ) and from a) we see
that r(K ) ≥ r(H ). If [π2(K )+ 1, π2(V )− 1] = ∅ then π2(K ) = π2(V )− 1,
this implies (using π1(K ) ≤ π1(H )) π2(K ) = c(K ) ≥ c(H ) ≥ π2(H ). If
[π2(K ) + 1, π2(V ) − 1] �= ∅ b) implies again π2(K ) ≥ π2(H ). Therefore,
r(K ) ≤ r(H ), thus r(K ) = r(H ). �

Proposition 2.2. With the above terminology, the ideal I (X ) is generated by
{Pα | α ∈F

∗} ∪ �.

Proof. If m is an integer, 1 ≤ m ≤ s , in the previous section we de�ned the
2-partial intersection Sm and in Theorem 1.8 we proved that

I (X ) =

s+1�

p=1




p−1�

q=1

zq



 I (Sp)

(here we set I (Ss+1) = R).
Since I (Z ) ⊆ I (X ) then � ⊂ I (X ). Moreover, α = (H,U )∈F

∗ implies
that 1 ≤ π1(H ) ≤ s . If we set m = π1(H ) then

�m−1
q=1 zq divides Pα . Now

we claim that Pα/
�m−1

q=1 zq ∈ I (Sm). Let V = min{W | (H, W ) ∈ F
∗} and

β = (H, V ). Then, with the notation of the previous section, we see that
Pβ/

�m−1
q=1 zq = FH ∈ I (Sm). Since V ≤ U , by Lemma 2.1, Pβ divides Pα ,

so Pα/
�m−1

q=1 zq ∈ I (Sm) i.e. Pα ∈ I (X ).
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On the other hand I (Sm) is generated by {FH | H ∈ A, π1(H ) = m}
and by

�c(m)
q=1 yq, for 1 ≤ m ≤ s . Let H ∈ A with π1(H ) = m; if

uH = t then
�m−1

q=1 zq FH is multiple of γ ∗a for a = r(H ); if uH < t then

α = (H ;π1(H ), uH + 1) ∈ F
∗ and

�m−1
q=1 zq FH is multiple of Pα . Finally,

�m−1
q=1 zq

�c(m)

q=1 yq is multiple of γa where a = min{i | c(i) = cH } �

So we are ready to state the main results of this section.

Theorem 2.3. Let X ⊂ P
r be a partial Gorenstein. Then a set of minimal

generators for I (X )/I (Z ) is

{Pα + I (Z ) | α ∈F
∗
min}.

Proof. Using Corollary 1.9 we can assume that X is standard. Now, by Lemma
2.1 the set {Pα + I (Z ) | α ∈ F

∗
min} generates I (X )/I (Z ); so we have only

to prove the minimality. Let α = (a, b; a, c) ∈ F
∗
min and say Zα the linear

variety de�ned by I (Zα) = (za , yb, yc, zr(b)). An easy check shows that
I (Z ) ⊆ I (Zα). Then Pα + I (Z ) /∈ I (Zα)/I (Z ). In fact, if Pα + I (Z ) were in
I (Zα) + I (Z ), then Pα ∈ I (Zα) therefore a linear factor of Pα should stay in
I (Zα). Now, since Pα =

�s
i=r(b)+1 zi

�c−1
j=b+1 yj

�a−1
k=1 zk , this is impossible.

Now let us consider β ∈ F
∗
min , β �= α; we would like to show that

Pβ + I (Z ) ∈ I (Zα) + I (Z ) (this is enough to complete the proof). Namely,
say β = (u, v; u, w), if β �≤ α we have three possibilities: u > a or v < b
or w > c. In the �rst case za divides Pβ ; in the second case yb divides Pβ ; in
the third case yc divides Pβ ; otherwise if β ≤ α then r(b) �= r(v) and, since
(u, v) � (a, b), more precisely we have r(b) > r(v), this implies zr(b) divides
Pβ . �

Theorem 2.4. Let X ⊂ P
r be a partial Gorenstein scheme. Then a set of

minimal generators for I (X ) is given by {Pα | α ∈F
∗
min} and by the following

elements of �:

1. γ ⇐⇒ (a, c(a); a, c(a)+ 1)∈F for 1 ≤ a ≤ s;

2. γa ⇐⇒ for some b with r(b) = s (a, b; a, c(a)+ 1)∈F ;

3. γ ∗a ⇐⇒ (1, c(a); 1, t)∈F or c(a) = t .

Proof. Again we can assume that X is standard. By Proposition 2.2 and the
previous theorem we have that {Pα | α ∈ F

∗
min} ∪ � is a set of generators for

I (X ). Moreover the previous theorem ensure us that the P �αs are minimal in
such a set.

1. If α = (a, c(a); a, c(a)+ 1) /∈ F for some a, 1 ≤ a ≤ s , and c(a) = t
our element is multiple, as we saw, of an element of �. If c(a) < t then
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α ∈F
∗ and our element is multiple of Pα . Vice versa, let us suppose that

(a, c(a); a, c(a)+ 1)∈F for every 1 ≤ a ≤ s . Denote J = (y1, . . . , yt);
of course, γ /∈ J . On the other hand, the assumption says that each Pα with
α ∈F

∗
min contains some yj as a factor, hence Pα ∈ J ; moreover, since by

assumption c(a) < t , we see that both the γa�s and the γ ∗a �s contain some
yi as a factor and consequently stay in J .

2. If there is b with r(b) = s such that α = (a, b; a, c(a) + 1) /∈ F

we have again two possibilities: either c(a) = t or α ∈ F
∗ . In the

�rst case we have t = t , a = 1 and γ1 is multiple of γ ∗s as we saw
previously. In the second case γa is multiple of Pα . Vice versa let us
suppose that for every b with r(b) = s (a, b; a, c(a)+ 1) ∈ F for some
a such that 1 ≤ a ≤ s and c(a) < c(a − 1). Let us consider the ideal
J = (za , . . . , zs , yc(a)+1, . . . , yt ). Of course, γa /∈ J ; one easily sees that
γ ∈ J , γu ∈ J for all u �= a and γ ∗u ∈ J for all u. Finally, take any
β = (u, v; u, w) ∈ F

∗
min . If u > a then za divides Pβ hence Pβ ∈ J .

If u < a then c(u) > c(a); in this case if [v + 1, w − 1] = ∅ then
v = c(u), w = c(u) + 1 hence r(v) + 1 ≤ a, thus again za divides Pβ

and consequently Pβ ∈ J ; if [v + 1, w − 1] �= ∅ then c(a) + 1 ≤ w − 1
therefore yw−1 ∈ J hence Pβ ∈ J . If u = a either r(v) < s , in this case zs
divides Pβ hence Pβ ∈ J ; or r(v) = s in this case, the hypothesis implies
that (a, v; a, c(a)+1) /∈F

∗ , then w > c(a)+1 and the conclusion follows
as before.

3. Let us suppose (1, c(a); 1, t) /∈ F and c(a) < t ; this means β =

(1, c(a); 1, t)∈F
∗ and consequently Pβ divides γ ∗a . Vice versa, consider

the ideal J = (z1, . . . , za, y1, . . . , yc(a)). Clearly, γ ∗a /∈ J and every
element of � different from γ ∗a is in J . Let now β = (u, v; u, w)∈F

∗
min .

If u > 1, z1 divides Pβ hence Pβ ∈ J ; if r(v) < a then za divides Pβ hence
Pβ ∈ J . Therefore, we are left with the case u = 1 and r(v) ≥ a; of course,
for the conclusion it is enough to show that [v+ 1, w− 1]∩ [1, c(a)] �= ∅.
If it were empty either [v + 1, w − 1] = ∅ or v + 1 > c(a). In the �rst
case it follows that v = c(1) = t and w = t + 1; but r(v) ≥ a will imply
r(v) = a and consequently c(a) = t . Now, by hypothesis such a β cannot
stay in F

∗ . Finally, if v+1 < c(a), since r(v) ≥ a we get v = c(a). Now,
again applying the hypothesis we see that such a β cannot stay in F

∗ .
�

For computing the �rst graded Betti numbers it is convenient to use the
following terminology, which comes from the previous theorem:

vα = a − r(b)+ c − b for all α = (a, b; a, c)∈F
G
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NF = {a ∈ [1, s] | c(a) < c(a − 1) and for some b with r(b) = s
(a, b; a, c(a)+ 1)∈F };

NF ∗ = {a ∈ [1, s] | c(a) > c(a + 1) and (1, c(a); 1, t)∈F or c(a) = t}.

Corollary 2.5. Let X ⊂ P
r be a partial Gorenstein. Then the �rst graded Betti

numbers for I (X ) are:

s + vα − 2 for all α ∈F
∗
min

a + c(a)− 1 for all a ∈ NF

s + t − a − c(a) for all a ∈ NF ∗

and s if (a, c(a); a, c(a)+ 1)∈F for 1 ≤ a ≤ s.

Now our aim is computing the degrees of the second syzygies of a partial
Gorenstein in terms of its support.

Observe that, since F is a left segment of MA, F
∗ = F

G \ F has the
following property:

α ∈F
∗, β ∈F

G and β ≥ α⇒ β ∈F
∗

i.e. F
∗ is a right segment inside F

G .
Observe that, by de�nition,

Y = VF ∗ =
�

(H,U)∈F ∗

LH ∩ RU

is the Gorenstein linked scheme of V
F̂
in V

F̂G . We want to describe a minimal
set of generators for the ideal I (Y )/I (Z ).

Describe �rst VF ∗ in an other way. Let A
∗ = ({1, . . . , s}× {1, . . . , t}) \A

and
A
∗
j = {U ∈A

∗ | ∃ H with (H,U )∈F
∗ and π2(H ) = j }.

Now de�ne for every 1 ≤ j ≤ t

Tj =
�

U∈A∗
j

RU and Yj = Tj ∩ Bj .

Clearly, we have Y =
�

1≤ j≤t

Yj .

Now, working as in Lemma 1.6, we see that every Tj is a 2-partial
intersection. Moreover, Tj ⊇ Tj+1: indeed, if U ∈A

∗
j+1 there exists an element

H such that (H,U ) ∈ F
∗ and π2(H ) = j + 1; now, if H = (i, j + 1) and
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H � = (i, j ) then H � is in A, since A is a left segment, (H �,U ) ≥ (H,U ).
Therefore, by the property of F

∗ , (H �,U )∈F
∗, which means that U ∈A

∗
j .

For every H = (i, j )∈A we de�ne

GH =

r( j)�

p=i+1

zp

t�

q=uH+1

yq;

then, according to the result of Theorem 3.1 in [11], we see that I (Tj ) is

generated by GH for all H ∈A with π2(H ) = j and by
r( j)�

p=1

zp .

Thus, similarly as in Theorem 1.8, one can show

Theorem 2.6. With the above notation

I (Y ) = I (T1)+ y1 I (T2)+ y1y2 I (T3)+ · · · + y1 . . . yn−1 I (Tn)+ (y1 . . . yn).

Let us associate to every α = (a, b; a, c)∈F
G the following form

Qα =

r(b)�

i=a+1

zi

b−1�

j=1

yj

t�

k=c+1

yk .

Because of the following lemma it is convenient to introduce in F
G the follow-

ing new ordering

(H,U ) ≤s (K , V )⇔

�
(H,U ) ≤ (K , V ) if π1(K ) = r(K )

(H,U ) ≤g (K , V ) if π1(K ) < r(K )

Lemma 2.7. Let α = (H,U ), β = (K , V ) ∈F
G ; then Qβ divides Qα if and

only if β ≥s α.

Proof. Just use the same techniques as in Lemma 2.1. �

Proposition 2.8. With the above terminology, the ideal I (Y ) is generated by
{Qα | α ∈F } ∪ �.

Proof. Just use a similar computation as in Proposition 2.2 and the de�nition
of the polynomials Qα . �

Now set

Fmax = {α ∈F | α is maximal with respect to ≤s}.

We can state the following result
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Theorem 2.9. Let Y = VF ∗ as above. Then a set of minimal generators for
I (Y )/I (Z ) is

{Qα + I (Z ) | α ∈Fmax}.

Proof. It works as in Theorem 2.3. �

Corollary 2.10. Let X ⊂ P
r be a partial Gorenstein with support on a A-left

segment F . Then the degrees of the second syzygies of I (X ) are:

s + 1+ vα for all α ∈Fmax .

Proof. Let Y be the scheme linked to X in the aG scheme Z = V
F̂G ; since the

second syzygy of Z is s + t , according to the previous theorem, the degrees of
the minimal second syzygies are s + t− deg Qα where α runs over Fmax . Now
a simple computation gives the formula. �

3. An example.

In this �nal section we apply previous constructions and the related prop-
erties to obtain as many graded Betti numbers as possible with respect to an
assigned Hilbert function of a 3-codimensional aCM subscheme of P

r . The
example that we explore is relevant in the recent literature since was the �rst
example, used by G. Evans, to show that in codimension ≥ 3 there exists a se-
quence β , obtained by the maximum in BaCM(H ) by some �deleting�, which is
not in BaCM(H ) i.e. there is not an aCM scheme whose graded Betti sequence
is β .

So let consider the following Hilbert function (of 11 points of P
3):

H : 1 4 8 10 11 →

or
�H = ϕ : 1 3 4 2 1 0 →

we want to �nd as many different graded Betti numbers as possible which agree
with such an Hilbert function.

According to our de�nition in section 1, if X is a partial Gorenstein
subscheme of P

3 with Hilbert function H there exist two planes π1, π2 and
two (disjoint) subschemes X1 ⊂ π1, X2 ⊂ π2 of X such that X = X1 ∪ X2

and, if ϕ1 = �HX1
, ϕ2 = �HX2

, are the O -sequences associated to X1 and X2,
respectively, then

(∗) ϕ(n) = ϕ1(n)+ ϕ2(n − 1)
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for all n. Now, in this example, there are just few O -sequences ϕ1 and ϕ2 for
which (∗) holds; precisely, the only possibilities are

1) ϕ1 = (1, 2, 3, 2, 1); ϕ2 = (1, 1).

2) ϕ1 = (1, 2, 3, 1, 1); ϕ2 = (1, 1, 1).

3) ϕ1 = (1, 2, 3, 1); ϕ2 = (1, 1, 1, 1).

4) ϕ1 = (1, 2, 2, 2, 1); ϕ2 = (1, 2).

5) ϕ1 = (1, 2, 2, 1, 1); ϕ2 = (1, 2, 1).

6) ϕ1 = (1, 2, 2, 1); ϕ2 = (1, 2, 1, 1).

7) ϕ1 = (1, 2, 2); ϕ2 = (1, 2, 2, 1).

Note that 1)− 6) are linear decompositions of ϕ , i.e. ϕ2 ≤ ϕ1, as were de�ned
in [11], therefore there are partial intersection schemes which arise from such
decompositions (see [11]). For the 7−th decompositionwe cannot have a partial
intersection scheme but we are able to build partial Gorenstein scheme from
it. Nevertheless, from decomposition 2) and 5) we can construct two partial
Gorenstein schemes whose graded Betti numbers cannot be reached just using
partial intersection schemes.

From decomposition 1) we can construct 4 partial Gorenstein schemes
with different graded Betti numbers. Take in N

2 the 2-left segment A =<

(2, 3) > and in MA the left segments

F1 =< (1, 3; 1, 8), (1, 2; 1, 6), (1, 1; 1, 4), (2, 3; 2, 5) >;

F2 =< (1, 3; 1, 8), (1, 1; 1, 5), (2, 3; 2, 5) >;

F3 =< (1, 2; 1, 7), (1, 1; 1, 4), (2, 3; 2, 5) >;

F4 =< (1, 1; 1, 6), (2, 3; 2, 5) > .

Let X1 = V�F1
, X2 = V�F2

, X3 = V�F3
, X4 = V�F4

; for these schemes we have the
following graded Betti numbers:
for IX1

we have

α12 = 2, α13 = 3, α14 = 1, α15 = 1;

α23 = 1, α24 = 5, α25 = 2, α26 = 2;

α35 = 2, α36 = 1, α37 = 1;

for IX2
we have

α12 = 2, α13 = 3, α15 = 1;

α23 = 1, α24 = 4, α25 = 1, α26 = 2;

α35 = 1, α36 = 1, α37 = 1;
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for IX3
we have

α12 = 2, α13 = 3, α14 = 1;

α23 = 1, α24 = 5, α25 = 1, α26 = 1;

α35 = 2, α37 = 1;

for IX4
we have

α12 = 2, α13 = 3;

α23 = 1, α24 = 4, α26 = 1;

α35 = 1, α37 = 1.

Note that indeed all these schemes are partial intersection schemes; more-
over we can get from this decomposition other partial Gorenstein schemes (pre-
cisely 8 more) but all produce one of the above sets of graded Betti numbers.
The scheme IX4

gives one of the two sets of graded Betti numbers which appear
in the Evans example.

From decomposition 2) we can construct 7 partial Gorenstein schemes all
of these but one produces a set of graded Betti numbers already obtained by
the �rst decomposition. To produce a scheme with a new set of graded Betti
numbers take A =< (1, 3), (2, 1) > and in MA the left segment

F5 =< (1, 3; 1, 7), (2, 1; 2, 4) >.

The partial Gorenstein scheme X = V�F5
, has the following graded Betti

numbers:

α12 = 2, α13 = 3, α15 = 1;

α23 = 1, α24 = 4, α26 = 2;

α36 = 1, α37 = 1;

(such graded Betti numbers cannot be obtained by p.i. schemes).
The decomposition 3) gives 6 different partial Gorenstein schemes but no

new set of graded Betti numbers. From decomposition 4) arise two new sets of
graded Betti numbers. Take A =< (2, 2) > and in MA the left segments

F6 =< (1, 1; 1, 6), (2, 2; 2, 4), (2, 1; 2, 3) >;

F7 =< (1, 2; 1, 7), (1, 1; 1, 5), (2, 2; 2, 4), (2, 1; 2, 3) >.

The partial Gorenstein schemes (indeed p.i.) X1 = V�F6
and X2 = V�F7

have the
following graded Betti numbers:
for IX1

α12 = 2, α13 = 2, α14 = 1;



370 ALFIO RAGUSA - GIUSEPPE ZAPPALÀ

α24 = 5, α25 = 1, α26 = 1;

α35 = 2, α37 = 1.

for IX2

α12 = 2, α13 = 2, α14 = 1, α15 = 1;

α24 = 5, α25 = 2, α26 = 2;

α35 = 2, α36 = 1, α37 = 1.

Decomposition 5) produces some of the previous sets of graded Betti numbers
plus two new sets. To get these take �rst A =< (2, 2) > and in MA the left
segment

F8 =< (1, 2; 1, 7), (1, 1; 1, 4), (2, 1; 2, 4) >;

the partial Gorenstein scheme X = V�F8
has the following graded Betti numbers:

α12 = 2, α13 = 2, α15 = 1;

α24 = 4, α26 = 2;

α36 = 1, α37 = 1.

(also this appears in the Evans example). Now take A =< (1, 4), (2, 2) > and
in MA the left segment

F9 =< (1, 4; 1, 8), (1, 3; 1, 5), (2, 1; 2, 4) >;

the partial Gorenstein scheme X = V�F9
has the following graded Betti numbers:

α12 = 2, α13 = 2, α15 = 1;

α24 = 4, α25 = 1, α26 = 2;

α35 = 1, α36 = 1, α37 = 1.

(even these graded Betti numbers cannot be reached by p.i. schemes). Finally,
decompositions 6) and 7) give 3 and 2, respectively, partial Gorenstein schemes
but no new set of graded Betti numbers.
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[11] A. Ragusa - G. Zappalà, Partial intersections and graded Betti numbers, to
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