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WEIGHTED Lq ESTIMATES FOR DERIVATIVES

OF HARMONIC FUNCTIONS

RICHARD L. WHEEDEN

Dedicated to the memory of Filippo Chiarenza

The purpose of this article is to summarize some of the results obtained
jointly by J. Michael Wilson and the author in [12] and [13]. The main problem
in both [12] and [13] is the study of weighted Lq norms of derivatives of
harmonic functions in the upper Euclidean half space. In [13], such norms are
estimated from above by weighted Hardy H p norms of the (undifferentiated)
harmonic function, while in [12] the harmonic function is assumed to be the
Poisson integral of a function f on the boundary, and the Lq norms are instead
estimated in terms of weighted L p norms of f .

More precisely, the H p problem consists of characterizing nonnegative
measures µ on R

d+1
+ and weights v on R

d so that the following inequality holds
for a given pair p, q of indices, 0 < p, q < ∞, and all harmonic functions
u(x , y) on R

d+1
+ :

(1)

��

R
d+1
+

|∇u(x , y)|qdµ(x , y)

�1/q

≤ C||u||H p (v,Rd ),
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with a constant C that is independent of u. Here we use the notation R
d for

d -dimensional Euclidean space and R
d+1
+ for the upper (d + 1)-dimensional

Euclidean half-space {(x , y) : x ∈ R
d, 0 < y < ∞}. Also, ∇ denotes the

ordinary gradient in x and y , i.e.,

∇u = �
∂u

∂x1
, · · · ,

∂u

∂xd
,
∂u

∂y
�.

Finally, H p(v, R
d) (or just H p(v) for simplicity) is the Hardy space associated

with v, that is, if N (u)(x ) is the nontangentialmaximal function of u de�ned by

N (u)(x ) = sup
(t ,y)∈R

d+1
+ :|t−x|<y

|u(t, y)|,

then by de�nition,

||u||H p(v) =

��

Rd

N (u)(x )pv(x ) dx

�1/p �
= ||N (u)||L p (v,Rd )

�
.

The corresponding L p problem is to determine all µ and v so that

(2)

��

R
d+1
+

|∇u(x , y)|qdµ(x , y)

�1/q

≤ C|| f ||L p(v,Rd ),

where now u is the Poisson integral of f (x ), x ∈ R
d , and

|| f ||L p(v) =

��

Rd

| f (x )|pv(x ) dx

�1/p

.

For the L p problem, we only consider the case 1 < p ≤ q < ∞.
In [13], we have obtained complete characterizations of µ, v for the H p

problem (1) for all 0 < p, q < ∞, assuming that v belongs to the A∞ class
of C. Fefferman and B. Muckenhoupt. On the other hand, for the L p problem
(2), even assuming that v is an A∞ weight, there is a gap between the necessary
conditions and the suf�cient conditions derived in [12]; this discrepancy has
been reduced in the recent work [14] of Wilson, but it has not been eliminated.
No complete characterization of µ, v for the L p problem is presently known.
Since the H p and L p results (and their proofs) are very different, they will
be discussed separately below, beginning with the H p results, which are much
more complete. For weights v such that the spaces H p(v) and L p(v) coincide,
the problems are of course the same; this occurs for example when 1 < p < ∞

and v belongs to the class Ap of Muckenhoupt.
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1. H p results.

Only results for the H p problems (1) are discussed in this section. In case
v ≡ 1, the problem was solved earlier in a series of papers [9], [10] and [5], [6]
dealing with various special ranges of p, q and d . These results are extended
in [13] to the case when v ∈ A∞ , i.e., in case there exist constants C, � > 0
such that whenever B is a ball in R

d and E is a (Lebesgue) measurable set with
E ⊂ B , then �

E v(x )dx
�
B

v(x )dx
≤ C

�
|E |

|B|

��

.

Here |E | denotes the Lebesgue measure of E . The notation v(E) =
�
E v(x ) dx

is used consistently below. The methods in [13] are similar to ones in the papers
listed above, and in particular, to those in [6].

The simplest case occurs when 0 < p < q < ∞. In this case, the A∞

assumption on v can be weakened to the doubling condition

v(2B) ≤ cv(B)

for all balls B ⊂ R
d , with c independent of B , where 2B denotes the ball

concentric with B whose radius is twice that of B . We say that such a weight v

is doubling. In order to state the characterization of µ and v for (1) in this case,
it is convenient to make several more de�nitions.

If z = (x , y) is a point in R
d+1
+ , let

B(z) = {t ∈ R
d : |t − x | < y};

thus B(z) is the ball in R
d with center x and radius y . If z = (x , y) ∈ R

d , let
z∗ = (x , −y) denote the �complex conjugate� of z, and for 0 < � < 1, let

D�(z) = {w ∈ R
d+1
+ :

|w − z|

|w − z∗|
< �}.

Then D�(z) is a subset of R
d+1
+ , and it is useful to think of D�(z) as the �-ball

centered at z with respect to the hyperbolic metric ρ de�ned by

ρ(w, z) =
|w − z|

|w − z∗|

�

=
|z − w|

|z − w∗|

�

, w, z ∈ R
d+1
+ ;

D�(z) = {w : ρ(w, z) < �}.

The characterizations involve D�(z) but turn out not to depend on any particular
choice of � , so that � can be suppressed and the notation D� (z) can be replaced
simply by D(z). The absence of ��s in the statements of Theorem 1 and
Theorem 2 below means that, if a suf�ciency condition holds for any value
of � (0 < � < 1), then the corresponding inequality (4) or (5) holds; and,
conversely, if (4) or (5) holds, then the corresponding necessity condition holds
for all � (0 < � < 1).
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Theorem 1. Let µ be a positive measure on R
d+1
+ and v be a doubling weight

on R
d . Let 0 < p < q < ∞. If there exists a constant c > 0 such that

(3) µ(D(z)) ≤ c yqv(B(z))q/p

for all z = (x , y) ∈ R
d+1
+ , then

(4)

��

R
d+1
+

|∇u|q dµ

�1/q

≤ C ||u||H p(v)

for all harmonic functions u on R
d+1
+ , with C independent of u. Conversely, if

(4) holds for all harmonic u, then (3) holds. In fact, if the analogue of (4) with
∇u replaced by any �rst partial derivative (in x or y) is valid, then (3) holds.

Versions of Theorem 1 (and also of Theorem 2 below) for derivatives of u
of order higher than 1 are also derived in [13].

For the remaining ranges of p and q , the characterization involves
weighted versions of the tent spaces introduced in [3], and we now de�ne these
spaces. When v = 1, they will agree with the ones used in [6]. If t ∈ R

d and
0 < α < ∞, let �α(t) denote the usual nontangential cone in R

d+1
+ with vertex

t :
�α(t) = {(x , y) ∈ R

d+1
+ : |x − t | < αy}.

In case α = 1, we write simply �(t) = �1(t). Now, if 0 < r ≤ ∞ and
f : R

d+1
+ → C is a Borel measurable function, de�ne

Rr f (t) =






��

�(t )

| f (z)|r
dxdy

yd+1

�1/r

if r < ∞;

|| f ||L∞(�(t )) if r = ∞.

If v is any nonnegative locally integrable function on R
d and if r, s satisfy

0 < r ≤ ∞ and 0 < s < ∞, the tent space T sr (v) is de�ned by saying
that f ∈ T sr (v) if Rr f ∈ Ls(Rd, v). De�ne

|| f ||T sr (v) = ||Rr f ||Ls(Rd ,v) =

��

Rd

|Rr f (t)|
sv(t) dt

�1/s

.

It is also necessary to de�ne the spaces T∞
r (v) when 0 < r < ∞. The

pattern of the de�nition is different in this case. If Q is a cube in R
d with

sidelength �(Q), let Q̂ be the Carleson cube in R
d+1
+ de�ned by

Q̂ = {(t, y) : t ∈ Q, 0 < y < �(Q)}.
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Let v ∈ L1
loc(R

d ), v ≥ 0, and let 0 < r < ∞. If f : R
d+1
+ → C is Borel

measurable and t ∈ R
d , set

Cr,v ( f )(t) = sup
Q:t∈Q

�
1

v(Q)

�

Q̂

| f (z)|r v(B(z))
dx dy

yd+1

�1/r

,

where the sup is taken over all cubes in R
d which contain t . We say that

f ∈ T∞
r (v) if Cr,v ( f ) ∈ L∞(Rd, v), and we set

|| f ||T∞
r (v) = ||Cr,v ( f )||L∞(Rd ,v).

The characterization of (1) for the remaining cases of p, q is stated in the
next theorem. It depends on an auxiliary function Gq(z) de�ned on R

d+1
+ by

Gq(z) = y−q µ(D(z))

v(B(z))
.

Theorem 2. Let µ be a positive measure on R
d+1
+ and v be an A∞ weight on

R
d . Suppose that 0 < q ≤ p < ∞. In order that

(5)

��

R
d+1
+

|∇u(z)|q dµ(z)

�1/q

≤ C||u||H p (v),

it is necessary and suf�cient that:

1) Gq ∈ T∞
2/(2−q)(v) if 0 < p = q < 2;

2) Gq ∈ T
p/(p−q)
2/(2−q) (v) if 0 < q < p and q < 2;

3) Gq ∈ T
p/(p−q)
∞ (v) if 2 ≤ q < p;

4) Gq is bounded on R
d+1
+ if p = q ≥ 2.

Moreover, it is shown in [13] that if the analogue of (5) with ∇u replaced
by any �rst partial derivative of u holds, then the appropriate statement 1), 2),
3) or 4) also holds.

The reason for the stronger assumption v ∈ A∞ in Theorem 2 (only the
doubling of v is required in Theorem 1) is that the proof uses the fact that for
such v, the L p(v) norm of the classical Lusin area integral S(u)(t) de�ned by

S(u)(t) =

��

�(t )

|y∇u(z)|2
dx dy

yd+1

�1/2
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is bounded by a multiple of ||u||H p(v) , i.e.,

||S(u)||L p(v) ≤ c ||u||H p(v) if v ∈ A∞,

for all harmonic u with c independent of u (see [4]). Note that in the terminol-
ogy of tent spaces, this means that y|∇u(z)| ∈ T

p
2 (v) if u ∈ H p(v). Similarly, by

using the de�nition of H p(v) in terms of the nontangential maximal function, it
follows that u ∈ T

p
∞(v) if u ∈ H p(v).

The proofs of both theorems above use the fact that the tent spaces T sr (v)
are naturally related to the Benedek-Panzone mixed norm spaces Ls Lr (ν, v)
with dν(z) = dx dy/yd+1, these spaces being de�ned as follows. For 0 <

r, s < ∞, Ls Lr (ν, v) is the collection of all functions g : (t, z) → g(t, z)
mapping R

d × R
d+1
+ → C such that

||g||LsLr (ν,v) =




�

Rd

��

R
d+1
+

|g(t, z)|r dν(z)

�s/r

v(t) dt





1/s

< ∞,

with an obvious modi�cation in case r = ∞. A large part of the proofs of
Theorems 1 and 2 depends on determining the dual spaces of certain of the tent
spaces T sr (v), and the known duality structure (see [1]) of the Benedek-Panzone
spaces for 1 ≤ r, s < ∞ is used in many cases.

Another ingredient in the proofs is showing that when s = 1 and 1 <

r < ∞, functions in the T 1
r (v) spaces have an atomic decomposition. This is

helpful in determining their duals spaces. Given a Borel measure ν on R
d+1
+

and a doubling weight v on R
d , a (1, r)-atom is a Borel measurable function

a : R
d+1
+ → C whose support is contained in Q̂ for some cube Q ⊂ R

d and
which satis�es �

Q̂

|a(z)|r v(B(z)) dν(z) ≤ v(Q)1−r .

Choosing dν(z) = dxdy/yd+1, it is shown in [13], Theorem 8 that any
f ∈ T 1

r (v), 1 < r < ∞, has an atomic decomposition in terms of such atoms.
Some remarks about atomic decompositions of weighted tent spaces are also
made in [11], but the de�nition of an atom there is different from the one above.

The de�nition of H p(v) is given in terms of the nontangential maximal
function over cones �α(t) of aperture α = 1, but as is well-known, the de�nition
is independent of any �xed aperture as long as v is a doubling weight. Similarly,
the tent spaces T sr for s < ∞ are de�ned with respect to cones of aperture 1,
but it turns out that the de�nition is independent of aperture for any doubling
weight v. See [13] for details.
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2. L p results.

We now assume that u(x , y) is the Poisson integral of a function f (x ), and
we consider the norm inequality (2) (with C = 1 for simplicity), i.e.,

(6)

��

R
d+1
+

|∇u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f (x )|pv(x ) dx

�1/p

in case 1 < p ≤ q < ∞, µ is a non-negative Borel measure on R
d+1
+ , and v is

a non-negative, locally integrable function on R
d . The problem is to determine

conditions on µ and v which ensure that (6) holds for all f . The Poisson
integral of f is de�ned by u(x , y) = Py ∗ f (x ), where

Py(x ) = cd
y

(y2 + |x |2)(d+1)/2

is the Poisson kernel for R
d+1
+ .

We �rst summarize some of the results of [12] related to this problem.
Some variants of (6) are also studied in [12], including similar inequalities
with ∇u(x , y) replaced by y−1( f ∗φy )(x ), where φ is a smooth function which
decays at in�nity and satis�es

�
Rd φ(x ) dx = 0, and where φy is the standard

dilation of φ de�ned by φy(x ) = y−dφ(x/y), x ∈ R
d , y > 0. The derivatives

∂u/∂xi and ∂u/∂y are included in this situation if φ is chosen appropriately. It
turns out that the rate of decay of φ plays an important role in the results. For
example, it is easy to see by direct computation that the function φ = φ0 which
corresponds to ∂u/∂y is

φ0(x ) = −dP(x ) −

d�

i=1

xi
∂P

∂xi
(x ) = cd

|x |2 − d

(1 + |x |2)(d+3)/2
,

while the function φ = φi , i = 1, . . . , d , that corresponds to ∂u/∂xi is

φi (x ) =
∂P

∂xi
= −cd (d + 1)

xi

(1 + |x |2)(d+3)/2
, i = 1, . . . , d.

It follows that φi decays like |x |−d−2, while φ0 decays at the slower rate |x |−d−1.
This difference is re�ected in the results below. The simpler case when φ has
compact support as well as analogues of (6) for Haar-function and wavelet
expansions are also studied in [12].

For the full gradient of the Poisson integral, we have the following result.
In stating it, if Q is a cube in R

d with center xQ and edgelength �(Q), then
T (Q) denotes the set in R

d+1
+ de�ned by

T (Q) = {(x , y): x ∈ Q, �(Q)/2 < y ≤ �(Q)}.

Thus, T (Q) is only the top half of the usual Carleson cube Q̂ that was de�ned
earlier.
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Theorem 3. Let v be a non-negative weight in L1
loc(R

d) and µ be a positive
measure on R

d+1
+ . Let 1 < p < ∞, 1/p + 1/p� = 1, and σ = v1−p�

.

(i) If 0 < q < ∞ and the norm inequality

(6)

��

R
d+1
+

|∇u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f (x )|pv(x ) dx

�1/p

holds for all f , where u(x , y) is the Poisson integral of f , then there is a
constant C depending only on p, q , and d such that

(7) µ(T (Q))1/q

��

Rd

σ (x )

(�(Q) + |x − xQ |)(d+1)p� dx

�1/p�

≤ C

for all cubes Q in R
d .

(ii) Conversely, suppose that 1 < p ≤ q < ∞, that q ≥ 2, and that σ is an A∞

weight. If

(8) µ(T (Q))1/q

��

Rd

σ (x )

(�(Q) + |x − xQ |)(d+1)p�/q � dx

�1/p�

≤ C�(Q)(d+1)/q

for all cubes Q, for a suitable constant C that depends only on p, d , and σ ,
then (6) holds for all f .

The suf�ciency result (i.e., part (ii) of Theorem 3) has an analogue in case
σ is not an A∞ weight, and the same is true for Theorems 4 and 5 below. In
fact, in part (ii) of Theorem 3, instead of assuming that σ ∈ A∞ , it is enough
to assume that there is a weight w(x ) satisfying σ (x ) ≤ w(x ) such that the
analogue of (8) with σ replaced by w holds, and such that

�

Q

σ (x ) logτ (e + σ (x )/σQ ) dx ≤

�

Q

w(x ) dx

for all cubes Q and some τ > p�/2, where σQ = σ (Q)/|Q|. If σ ∈ A∞ , this
condition is automatically ful�lled for any τ > 0 with w = σ . (For details, see
[15] or the proof of Theorem 4 in [12]).

In order to prove that (7) is necessary for (6), we need the presence of the
full gradient in (6). On the other hand, for part (ii), the analogue of (6) for just
the x -derivatives ∂u/∂xi , excluding ∂u/∂y , is true if we replace (8) by a weaker
condition. This result is stated in the next theorem.



WEIGHTED Lq ESTIMATES FOR DERIVATIVES. . . 187

Theorem 4. Let 1 < p ≤ q < ∞ and q ≥ 2. Let v and µ be as above and
suppose that σ = v1−p�

∈ A∞ . Let i = 1, . . . , d and u(x , y) be the Poisson
integral of f (x ). In order that

(9)

��

R
d+1
+

|
∂

∂xi
u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f |pv dx

�1/p

for all f , it is suf�cient that

µ(T (Q))1/q

��

Rd

logp
�/q �

(e + |x − xQ |/�(Q))σ (x )

(�(Q) + |x − xQ |)(d+2)p�/q � dx

�1/p�

≤(10)

≤ C�(Q)d+1−(d+2)/q �

for all cubes Q. The constant C in (10) depends on p, q and d .

No necessity results for just the x -derivatives of u(x , y) are proved in [12].
The suf�ciency statement in Theorem 3 as well as the conclusion of Theorem
4 have been improved in [14] for some ranges of q . In fact, the following
result is proved there; the �rst part concerns the y-derivative and the second
part concerns the x -derivatives.

Theorem 5. Let 1 < p ≤ q < ∞ and q ≥ 2. Let v and µ be as above and
suppose that σ = v1−p�

∈ A∞ . Let u(x , y) be the Poisson integral of f (x ).

(i) In order that
��

R
d+1
+

|
∂

∂y
u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f |pv dx

�1/p

for all f , it is suf�cient that there exist � > 0 such that

µ(T (Q))1/q

��

Rd

σ (x )

(1 + |x − xQ |/�(Q))(p
�d/2)+p�−�

dx

�1/p�

≤ C�(Q)d+1

for all cubes Q and a suitable constant C that depends on p, q and d .

(ii) If i = 1, . . . , d , then in order that
��

R
d+1
+

|
∂

∂xi
u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f |pv dx

�1/p

for all f , it is suf�cient that there exist � > 0 such that

µ(T (Q))1/q

��

Rd

σ (x )

(1 + |x − xQ |/�(Q))(p
�d/2)+2p�−�

dx

�1/p�

≤ C�(Q)d+1

for all cubes Q and a suitable constant C that depends on p, q and d .
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The only difference between the conditions in parts (i) and (ii) of Theorem
5 is the order of the exponent that appears in the two denominators. Theorem 5
improves the earlier results for ∂u/∂y in case q < 2 + (2/d), and it improves
the results for ∂u/∂xi when q < 2 + (4/d). Similar estimates but with the
derivatives of u(x , y) replaced by y−1φy ∗ f (x ) for appropriate φ with

�
φ = 0

are also derived in [14].
The cancellation properties of the derivatives of the Poisson integral play

an important role in the proofs of all the results above. There is, however, an
alternate approach to the suf�ciency results which ignores this cancellation. In
this approach, one simply majorizes the derivatives in absolute value by integral
operators with positive kernels, and then applies known results for operators
with nonnegative kernels, such as the Carleson-type results in [8] and [7].
This process yields conclusions like (6) under conditions on µ and σ which
are generally different from those that have been imposed so far. The new
conditions involve an integral of µ extended over a set which is larger than
T (Q), such as Q̂ or all of R

d+1
+ , but in the integral for σ , they involve a smaller

integrand, after normalization. Also, the new conditions do not require the
restriction that q ≥ 2. Sometimes the new conditions are weaker than those
already considered, but there are also cases, most notably when p = q , when
the opposite is true. Also, we have never succeeded in proving any necessity
results involving these sorts of conditions.

For example, in the case when p < q , we obtain the following result in
this way.

Theorem 6. Let 1 < p < q < ∞ and let φ satisfy |φ(x )| ≤ (1 + |x |)−M for
some M > 0 and all x ∈ R

d . Then the inequality

��

R
d+1
+

|y−1φy ∗ f (x )|qdµ(x , y)

�1/q

≤

��

Rd

| f |pv dx

�1/p

holds for all f if

��

R
d+1
+

y(M−d−1)q

(�(Q) + y + |x − xQ |)Mq
dµ(x , y)

�1/q

·(11)

·

��

Rd

σ (x )

(�(Q) + |x − xQ |)Mp
� dx

�1/p�

≤ C�(Q)−M

for all cubes Q. The constant C depends on p, q , d , and M.
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The x -derivatives ∂u/∂xi of the Poisson integral correspond to choosing
M = d + 2 above, and the y-derivative ∂u/∂y corresponds to M = d + 1. It is
not assumed that σ ∈ A∞ in Theorem 6.

In order to see how (11) is related to the earlier conditions, note that
arguments in [7] and [8] show that (11) is equivalent to the following twoweaker
conditions together when q > p:

(11�a)

��

Q̂

y(M−d−1)qdµ(x , y)

�1/q ��

Rd

σ (x )

(�(Q) + |x − xQ |)Mp� dx

�1/p�

≤ C

(11�b)

��

Rd+1

y(M−d−1)q

(�(Q) + y + |x − xQ |)Mq
dµ(x , y)

�1/q

σ (Q)1/p�

≤ C.

If σ also satis�es the reverse doubling condition

(RD) σ (2Q) ≥ ασ (Q)

for some α > 1 for all cubes Q (e.g., if σ is an A∞ weight), then as in ([7],
p. 658), the condition (11�b) is the same as

��

Q̂

y(M−d−1)qdµ(x , y)

�1/q

σ (Q)1/p�

≤ C�(Q)M ,

which clearly follows from (11�a). Thus, for q > p and σ satisfying (RD), (11)
is equivalent to

(11��)

��

Q̂

y(M−d−1)qdµ(x , y)

�1/q ��

Rd

σ (x )

(�(Q) + |x − xQ |)Mp� dx

�1/p�

≤ C.

If we assume that (11��) holds with M = d + 1, then it is easy to see that it
also holds with M = d+2, and consequently we obtain the following corollary
of Theorem 6.

Theorem 7. Let 1 < p < q < ∞ and suppose that σ = v1−p�

satis�es (RD).
Let u(x , y) be the Poisson integral of f . Then the inequality

��

R
d+1
+

|∇u(x , y)|qdµ(x , y)

�1/q

≤

��

Rd

| f |pv dx

�1/p

holds for all f if

(12) µ(Q̂)1/q

��

Rd

σ (x )

(�(Q) + |x − xQ |)(d+1)p� dx

�1/p�

≤ C

for all cubes Q. The constant C depends on p, q, d and σ .
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Recall from Theorem 3 that the analogue of (12) with Q̂ replaced by T (Q)
is necessary for the norm inequality (for the full gradient of u).

Even though the �rst factor of (11��) involves all of Q̂ , a simple addition
argument shows that (11��) is weaker than the conditions required in the earlier
results. Of course, it is important to remember that Theorems 3�5 have
analogues where it is not assumed that σ satis�es either A∞ or (RD).

It is also possible to simplify (11) if y(M−d−1)qdµ(x , y) satis�es a sort of
(RD) condition in the half-space, but we have to chosen to emphasize the case
when σ satis�es (RD) for purposes of comparison with our earlier results.

The technique indicated above for obtaining results by ignoring cancella-
tion does not work as well when p = q . For example, for the full gradient ∇u,
if the results of [7] are used in the simple case when v = 1 and 1 < p < ∞,
this requires assuming that µ satis�es

(13)

�

Q̂

y−pdµ(x , y) ≤ C|Q|,

whereas Theorem 3 (ii) shows that the weaker condition

(14) �(Q)−p
�

T (Q)

dµ(x , y) ≤ C|Q|

is enough when p ≥ 2. Clearly, dµ = y p−1 dxdy satis�es (14) but not (13).
For any σ in A∞ and 1 < p = q < ∞, the condition required for (6) by

using this approach is

(15)

��

Q̂

y−pdµ(x , y)

�1/p

σ (Q)1/p�

≤ C|Q|

(see [7], p. 645). For general σ , it is also possible to formulate an appropriate
analogue based on Theorem 2 in [7].
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