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FIXED POINT RESULTS
ON ABSTRACT ORDERED SETS

MIHAI TURINICI

The basic Zermelo-Bourbaki fixed point principle is being enlarged from
" a technical viewpoint. Some aspects involving Manka’s fixed point result are

also discussed.

0. Introduction.

Let E be a nonempty set and < an ordering (i.e., a reflexive, anti-symmetric
and transitive relation) over E. Letalso T : E — E be amapping. A pointx € E
will be said to be fixed under T when x = Tx; the set of all such points will be
denoted fix (7). Now, a basic problem involving these elements is to indicate
sufficient conditions under which fix(T') be nonempty and - eventually - cofinal
in (E, <). The prototype of all these is the 1949 one due to Bourbaki [3] which,
in turn, refines the classical 1904 Zermelo’s construction [9]. It is our main aim
in the present exposition to enlarge this result. (Note that, any such device is
technical in nature; because the statements in question are ultimately equivalent
with the Axiom of Choice).

The basic strategies of attacking these problems will be discussed in Sectlon
2. Their results are shown to refine some contributions in this area due to Pasini
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[5], Abian [1], Pelczar [6] and others. All preliminary material was collected in

Section 1. .
Further extensions of the obtained results are given in Section 3; these involve

the Abian-Brown coincidence theorem [2], from the methodological perspective
in Manka [4]. Some other aspects yvill be discussed elsewhere.

1. Preliminaries.

Let (E, <) be apartially ordered set. For each part X of E, let ubd(X) stand
for the set of all upper bounds of X; and sup(X), the least upper bound of X.
‘The subset X of E will be said to be well ordered when each (nonempty) part of
it admits a first element. Of course, X must be fotally ordered in this case. (That
is, for each x, y € X, either x < y or y < x; this w1ll be also referred to as X
being a chain). '
Letting the selfmap T of E, denote

in(T)={er: x <Tx}.

The followmg ‘conditional” fixed point result established in 1949 by Bourbakl
[3] will be in effect for us.

Theorem 1. Assume that
Cy) T isprogressive (in (T) = X),

and let a € E be arbitrary fixed. Then,’ a well ordered part B = B(a) of E may
be found so as

(1.1) ae B, T(B) € B and sup(X) € B whenever X is a (nonempty) part of
B which admits a supremum (in E )

(1.2) u,ve B = u > vorTu < v (thatis, x — Tx is the immediate
successor mapping of B); hence, in particular, T is increasing over B

(1.3) if b = sup(B) exists (in E) then b € B N ix(T); conversely, if b € B is
Jixed under T then b = sup(B) (or, equivalently, b is the last element in
B).

Actually, B is the intersection of all (nonempty) parts Y of E fulfilling (1.1)
above (with Y in place of B); see the quoted paper for details. The argument -
refining the 1904 one due to Zermelo [9] - does not use the Axiom of Choice.

We are now in position to state a first answer to the question in the intro-
ductory part. Namely, we have (cf. Abian and Brown [2]):
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Corollary 1. Let the mapping T : E — E be as in Cy). And, in addition,
assume

C,) eachwell ordered part of (E, <) has a supremum (in E).

Then, fix(T) is nonempty and cofinal in (E, <) (for each x € E there exists
yefix(T) withx <y).

The proof consists in applying Theorem 1 to the subset B above. Of course,
by the invariance property (1.1), condition C,) may be sharpened to

Cy) each T -invariant well ordered part of (E, <) has a supremum (in E ).

On the other hand, C,) is trivially fulfilled when “well ordered” is replaced by
“totally ordered”. Note that such a fixed point result does not use the Axiom of
Choice. ' _

Now, call the point z € E, maximal when z < w implies z = w. The set
of all these elements will be denoted max(E, <). As a completion of the answer
above, one has (cf. Abian [1]):

Corollary 2. Let the partial order structure (E, <) be such that
C3) each well ordered part of (E, <) is bounded from above.

Then, for each progressive mapping T : E — E, fix(T) is nonempty and
cofinal in (E, <). ”

The argument runs essentially as follows. Apply the Axiom of Choice to
establish, via C;), that max(E, <) is nonempty and cofinal in (E, <). This,
combined with max(E, <) < fix(T) whenever T is progressive, gives the
- desired conclusion. (We refer to the quoted paper by Bourbaki for details). Of
course, a sufficient condition for Cs) is, as above said, its variant with “well
ordered” substituted by “totally ordered”.

The basic assumption used in these corollaries was C;). So, it would be
interesting to determine what happens with the conclusion above in case C;) is

to be relaxed to
Cy) T is quasi-progressive (in(T) # 9).
In this direction, one has (cf. Turinici [83):

Corollary 3. Let the increasing selfmap T of E be quasi-progressive and the
ambient order structure (E, <) satisfy C;). Then, fix(T) is nonempty and cofinal
in (G, <), where G = in(T).
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The proof is immediate by noting that conditions of Corollary 1 are fulfilled
over (G, <). Itis to be underlined here that thc Axiom of Choice was not effec-

tively used.

2. Main results.

Let (E, <) be a partially ordered set and T : E — E, a progressive map-
ping. It was proved in Corollary 2 above that, whenever Cz) is to be accepted,
then fix(7") is nonempty and cofinal in (E, <). In particular, a sufficient condi-
tion for C3) is C;). This, combined with the remark following Corollary 1, leads
us to the following question: to what extent is the above conclusion true, in case
we restrict our considerations to T -invariant (well ordered) parts? It is our aim
in what follows to give a positive answer to this. Precisely, we have:

Theorem 2. Let the partially ordered structure (E, <) and the progressive map
T : E — E be such that

Cs) each T -invariant well ordered part of (E, <) is bounded from above.

Then, fix(T) is nonempty and cofinal in (E, <).
Proof. Letting a be arbitrary fixed in E, denote by % (a) the class of all T-
invariant well ordered parts of E, containing a. That #(a) is not empty, follows
immediately from

2.1) A={T"a; n=0,1,...} is an element of Z(a).
Let us introduce an ordering < over %(a), by the convention
X<Y iff X is a segment of Y.

The partial order structure (%#(a), <) fulfils evidently C,); hence a fortiori, C3).
(For, if # is a well ordered part of % (a), the set Z = U¥ is easily shown to be
its supremum in %(a)). So, by the Zorn maximality principle, we have that, for
the given (by (2.1)) element A in % (a), there must be a maximal (modulo <)
element B of %(a) with A < B. In view of the accepted hypothesis, B admits
upper bounds; let z be one of these. We claim z € B (i.e., z is the last element of
B). Suppose not; then, putting

B*=BU{T"z; n=0,1,...},

it is clear that B* is an element of %(a) with B < B*, B # B*. But this
contradicts the maximality of B in (%(a), <). Hence the claim follows; and
then, evidently, x < z and z € fix(T). The proof is complete. U '
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Remark. An alternative proof to this may be given under the lines below. Define
a new ordering < on E by the convention

x <y iffeither x=y or TPx<T%, forall p,gqeN.
Let W be a well ordered (modulo <) part of E, and put
Z=U{T"(W); n=0,1,.. (=WUTW)UT*(W)U..)).

Clearly, Z is T -invariant; we claim Z is well ordered (modulo <)in E.Indeed,
let X be any subset of Z. Each x in X is of the form T*y, for some k € N, yew.
Let Y be the subset (in W) of all such y, encountered in the representation of all
x € X. By the choice of W, Y admits a first element (modulo <) say z. Now, by
the very definition of Y, there exists £ € N with x = T*z belonging to X. We
claim x is the first element (modulo <) of X. In fact,

<y, ye¥Y=TFz<T%, p,geN,

'This, in turn, gives
T*; <u, forall ueX;

hence the claim. Now, by the admitted hypothesis, Z is bounded above (modulo
<); hence, by invariance, W is necessarily bounded above (modulo < ) in E.
This, combined with the Zorn maximality principle shows max(E, <) is non-
empty and cofinal in (E, <). That is, for each x € E there exists z € E with

a)x <z (hence x <32

b)z <y implies z=y. ‘
Now, by the progressiveness assumption, z < 7Tz < ...;and,as A = {T"z; n =
0,1,...} is a T-invariant well ordered part of E, it admits, by hypothesis, an
upper bound, y say. This shows that z < y; and then, by b) above, z =y (hence
z = T'z). The proof is complete. O

We must underline here the basic role of C;) in proving this statement. So,a
natural question is to what extent can we retain (essentially) the conclusion above
in case C;) is to be substituted by its weaker counterpart Cy.). This requires a new
convention. Precisely, call the selfmap T of E, almost-increasing, when

(2.2) x,yeE,xsTx_<_T'2x§..;§y———>x5Ty.
The motivation of this term is clear. Indeed, note that (2.2) may be also written

as

ne. . .
2.2) { whenever {T"x; neN} is ascending,

then ubd{T"x; neN} is T-invariant.

In other words each increasing self-map is necessarily almost-increasing. We are
now in position to formulate an appropriate answer to the question above.
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Theorem 3. Let the quasi-progressive almost-increasing map T : E — be such
that

Cs) G =in(T) is Y-invariant
Cs) {x, Tx} has an infimum, for allx e E

Cs) each T-invariant well ora;éred part X of (E, <) has an upper bound,
minimal in (ubd(X), <).

Then,
(2.3) H = fix(T) is nonempty and cofinal in (G, <)
(2.4) max(H, <) is nonempty and cofinal in (H, <).
Hence (combining these facts)
(2.5) max(H, <) is nonempty and cofinal in (G, <).
Proof. Let X be any T -invariant well ordered part of G. By Cg), it has an upper
bound, z say, which is minimal in (ubd(X), <). For each x in X we therefore

have
x<Tx<T*x<..<z (because X C G).

So, by the almost-increasing hypothesis Cs),
Cx<Tx<T*x<...<Tz

In other words, T'z is an element of ubd(X). But, in this case, w = inf(z, Tz)
also belongs to ubd(X); and moreover, w < z. This, combined with the minimal
character of z, gives w = z; and then, z is necessarily in G. Summing up,
each T -invariant well ordered part of G is bounded above in G. This, coupled
with C,), shows Theorem 2 applies (with G in place of E); and so, conclusion
(2.3) follows. For the second part, let ¥ be any well ordered part of (H, <).
This subset is, by definition, T -invariant. As a consequence, the above reasoning
may be reproduced to derive Y is bounded above, in G. On the other hand,
by the conclusion (2.3), H is cofinal in (G, <); hence Y is bounded above in
H. Summing up, each well ordered part of H is bounded from above in H.
This proves the desired conclusion, if we take into account the Zorn maximality
principle. The last part is trivial. Hence the result. U

An immediate consequence of this statement is the following. Call the self-
map T of E, half-increasing, when
(2.6) XTx<y=Tx<Ty.

Clearly, “half-increasing” is more restrictive than “almost-increasing”. In addi-
tion to this, any selfmap with such a property is necessarily endowed with the
property Cy), as it can be directly seen.
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Corollary 4. Let the quasi-progressive half-increasing map T : E — E be as
in Cs) + Cg). Then, conclusion of Theorem 3 is retainable.

In particular, when Cg) is to be replaced by

Ce)  each well ordered part X of (E, <) has an upper bound, minimal in
(ubd(X), <), '

the statement above reduces to the one in Pasini [5], proved with the aid of a
strong transfinite induction. So, the recourse to such a principle is not necessary

in these developments.

Let us now return to Theorem 3. It is clear that, a sufficient condition for
Cs) is condition Cy) (in the preceding section). Supposing this substitution were
accepted, it is to be expected that Cs) is not effectively necessary so as to con-
serve (2.3) - (2.5). It is our sam in the following to show this is indeed the case.

Precisely, we have:

Theorem 4. Let the quasi-progressive almo&t-increasing map T : E — E be
such that C4)+Cy) are accepted. Then, conclusions of Theorem 3 are retainable.

Proof. Let X be an arbitrary T -invariant well ordered part of (G, <). By Cy),
z = sup(X) exists (in E). We have

xsszsz <...<gz, forallxelX,

because X is T -invariant. This, in combination with the almost-increasing prop-
erty, shows Tz € ubd(X); and so, by the definition of the supremum, z € G.
Hence, each T -invariant well ordered part of G admits a supremum in G. This,
coupled with Cy4), shows, via Corollary 1, that conclusion (2.3) is true. Fur-
ther, let ¥ be any well ordered part of (H, <). This subset is, by definition, 7 -
invariant. So, the above reasoning is also working in this context to get ¥ has
a supremum in G; and this, combined with the obtained conclusion, shows Y is
bounded above in H. Hence, each well ordered part of H is bounded from above
in H. This, plus the Zorn maximality principle proves (2.4), and completes the

argument. 0

As already said, a sufficient condition for the almost-increasing property of
the underlying map (which, in addition, fulfils Cy4)) is the half-increasing one.
We therefore have:

Corollary 5. Let the quasi-progressive half-increasing map T : E — E be as
in Cy). Then, conclusion of Theorem 3 is holding.
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In particular, when Cy) is substituted by C,), this statement reduces to the
one in Pasini [5] proved again by a strong transfinite induction. On the other
hand, when “half-increasing” is replaced by “increasing”, this result reduces to
Corollary 3. Other aspects of the problem can be found in the paper by Manka .

[4].

3. Some extensions.

Let again (E, <) be a partial order structure. It is our objective in what
follows, to put the fixed point results above in a more general “coincidence”
framework. Some other aspects will be discussed elsewhere.

Let S, T be two selfmaps of E. A point x in E will be called a coincidence
point for S and T when Sx = Tx. The set of all such points will be denoted
co(S, T). (Note that, when S = I (the identity selfmap of E) then co(S, T) is
just fix(7)). Denote in the following

in(§,T)={xe€E; Sx <Tx}.

We term the couple (S, T), progressive in case in(S,T) = E; and quasi-
progressive, provided in(S, T) # . Further, call the selfmap S of E, order-
continuous, in case

3.1 S sup(X)) = sup(S(X)), for each well ordered part X of (E, <),
' which admits a supremum (in E).

Under these notations, one has

Theorem S. Let the partial order structure (E, <) be as in Cy). And, let (S, T)
be a couple of selfmaps (of E) with

C7) for each x € E with Sx < Tx, there exists y € E withx < y and
Sy =Tx.

In this case,

a) if, inaddition, (S, T) is progressive then, necessarily, co(S, T) is nonempty
and cofinal in (E, <) ‘

b) if S is order continuous, T is increasing and (S, T) is quasi-progressive
then, co(S, T') is nonempty and cofinal in (G = in(S, T), <).
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Proof. By C;) plus the Zorn maximality principle, max(E, <) is nonempty and
cofinal in (E, <). Let u be such a maximal element. By the progressiveness
assumption, Su < Tu. Assume Su < Tu. By C;), there exists v € E with

(3.2) u<v, Sv=Tu.

The former of these gives, by maximality, # = v; and then, Su = Sv. This,
however, contradicts the latter of these. Hence, Su = Tu (thatis, u € co(S, T))
and this proves a). Passing to b), let X be a well ordered part of (G, <). By C,)
again, z = sup(X) exists, as an element of E. We thus have

x <z, forall xin X.

This, combined with X being a part of G and T increasing, gives directly
Sx <Tx<Tz, xeX.

So, by the order continuity assumption about S, one clearly has Sz < T'z; that
is, z € G. That is, each well ordered part of G has a supremum in G. The Zorn
maximality principle tells us max(G, <) is nonempty and cofinal in (G, <). We
now claim that each point u of max(G, <) is a coincidence point for S and 7.
Suppose not; i.e., Su < Tu. Again by Cy), there exists v in E with the properties
(3.2). The former of these gives (in combination with T being increasing) Tu <
T'v; and then, adding the latter, Sv < T'v; i.e., v belongs to G. This, plus the
maximal character of u (in G) gives u = v; and then, the contradiction follows
as in the part a). Hence, u € co(S, T'), and the proof is complete. [

In particular, if S is the identity selfmap of E, the result above reduces to
Corollary 1 (in the progressive case) and, respectively, Corollary 3 (in the quasi-
progressive case). The reciprocal is also valid, in some special cases. For in-
stance, assume that, under the acceptation of C?_) there may be found a selfmap-
ping V of E, with

(3.3) S(Vx)=Tx, forallxinkE.

Then, conclusion a) of the above result is holding whenever V is progressive;
likewise, conclusion b) of the same is to be retained, with G = in(V), in case
V is quasi-progressive and increasing. This is essentially the result in Abian and
Brown [2].

Finally, a simple inspection of the argument developed for the conclusion
b) above shows the increasing property for the selfmap T may be removed if, in
compensation to this, we require Cy) be valid in (G, <); that is
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each »w'ell ordered part of (G, <) has a supremum in G

and condition C;) be feplaced' by |

Cg) no x € G with va < Tx can be maximal in (G, <).

This, in the particular case of S being the identity selfmap of E is essen-

tially, the result in Manka [4]. A further enlargement of these facts is that related
to the possibility of developing a coincidence point theory for commuting fami-
lies of selfmaps (of E), under the lines in Smithson [7]. These will be discussed

elsewhere.
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