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A NEURAL NETWORK APPROACH TO DISCRIMINATION
BETWEEN DEFECTS AND CALYCES IN ORANGES

SALVATORE INGRASSIA - ENRICO COMMIS

The problem of automatic discrimination among pictures concerning ei-
ther defects or calyces in oranges is approached. The method here proposed is
based on a statistical analysis of the grey-levels and the shape of calyces in the
pictures. Some suitable statistical indices are considered and the discriminant
function is designed by means of a neural network on the basis of a suitable
vector representation of the images. Numerical experiments give 5 misclassi-
fications in a set of 52 images, where only three defects have been classified
as calyces.

1. Introduction.

Research in data classification, one of the most classical topics in statisti-
cal analysis, in these years has undergone a great increase; several new prob-
lems have been recently proposed and many new techniques have been devel-
oped. In this direction, for example, studies in pattern recognition give a great
contribution; in fact many important applications of pattern recognition can be
characterized as either waveform classification or classification of geometric fig-
ures (Fukunaga, 1990). Another area of reséarch that has given to new interest
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in data classification concerns neural networks — new algorithms for cognitive
tasks, such as learning and optimization — which have now many applications in
a wide range of statistical areas, first of all in classification and pattern recogni-
tion, but also in forecasting and non-linear regression (Ripley, 1992).

In this paper a new problem in data classification is considered: we ap-
proach the problem of the automatic discrimination of a set €2 of digital images
concerning either defects or calyces in oranges into the corresponding classes,
say Qp and Q¢ respectively. This problem is part of a larger project concerning
defect detection in oranges: while an orange is carried on a belt, a camera takes
digital pictures of it and then, if some defect is detected, the orange will be dis-
carded by a suitable robot. The same problem for defect detection in potatoes has
been recently approached by Grenander and Manbeck (1992) with techniques in-
volving stochastic difference equations.

Given an image w € 2, two main aspects are relevant to the problem stated
above. First we should have a numerical feature of w, say x = x(w) € Z < R,
for some k, which contains essential information on w; secondly we should have
a discriminant function ¥ : Z — %, with % C R. The set & is then
partitioned in two parts, say %¢ and %p: if w € Qp (2¢), then y = y(x) should
belong to #p (#¢). Following Hand (1981), 2 is the measurement space and
Z is the feature space; x is also called vector representation of w (Fukunaga,
1991). Here the discriminant function ¢ is designed by a feed-forward neural
network which is trained in a subset of €2.

Undoubtedly the choice of the feature space is the most delicate part of the
problem, in fact the network must discriminate on the basis of the numerical
feature (the input pattern) of the image w. It seems quite obvious that any vector
representation of an image should be based on two kinds of information: the
grey levels of the image and the shape of the “object” represented in the image.
The choice follows from the aims of the project. In our case we need only one
bit of information: defect, no-defect. The method here presented gives good
results in discriminating (the misclassifications were less than 10%) and does not
require much computational effort. Obviously the two kinds of misclassification
(calyces classified as defects and vice versa) do not have the same cost error: we
prefer to discard a good orange rather than to accept a bad one.

The paper is organized as follows. In Section 2 we give a statistical analysis
of the data; in Section 3 we describe the neural networks used in our case; in
Section 4 we describe the input patterns used for the discrimination and give
the results of the automatic discrimination; finally comments and conclusion are
made in Section 5.
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2. Data analysis.

In this section we summarize some statistical features of the set of digital
images €2 here considered (we recall that a digital image is a matrix of positive
integers giving the patterns of radiant energy emitted by the objects represented
in the picture). The set €2 consists of 52 grey-levels images of 64 x 64 pixels
concerning either mechanical defects (they are quite dark spots due to bruising)
or calyces in oranges and it is partitioned in three classes:

e 18 images concerning mechanical defects (£2mq);
e 15 images concerning calyces without stem (§2cps);
e 19 images concerning calyces with stem (S2cys).

We can consider two specific aspects of the plctures the grey levels and the
shape of the ”object” represented.

Figures 1 shows three histograms, one for each type of images: with very
few exceptions, they represent the trends of each class. In particular, the his-
tograms of grey-levels concerning the images of the mechanical defects, sug-
gested the idea of a segmentation into a binary image which extracts the subject
of the picture from its background: in fact the presence of two peaks in a his-
togram demonstrates the existence of two distinct brightness regions in the im-
age, one corresponding to the object and the other to its background. In this case,
by means of thresholding, we can obtain a white object with a black background
(see Figure 2).

Picture thresholding methods can be considered also for images of calyces,
even if the corresponding histograms look different. The reason is the follow-
ing: mechanical defects in general have a quite different brightness from the sur-
rounding, while in calyces the two brightness regions are quite near, in part they
coincide. In fact if we look at an orange, we can see that near the calyx there
are some swellings and depressions (often some shadows increase this phenom-
enon). Picture thresholding highlights these features for our aims. The problem
will be, how to make this evident by means of a numerical pattern.

In the rest of the Section, we shall consider the thresholding problem. Given
a digital image w € 2, we suppose that it contains two populations, say ©® and
w® (respectively background and object). Denote with wy, the grey level of the
pixel (h, k). Let us assume that if wp € 0@ then wp ~ N (Mo, 2) otherwise
wpe € ®P and then w;; ~ N(ui1, o), where N(ui, 07),i = 0 1 denotes
gaussian distributions with mean and variance respectively u; and o . Finally
we denote with b = b(w) the binary image of w as the n x n matrix such that
bu = b(wpr) = 0if wp € a)(O) and bpy = b(wpr) = 1 if wpr € a)(l).

Given any value wp, b,k = 1,...,n, the problem is to decide if either
wpk € 0@ or wpk € wW . Let p;, i = 0, 1, be the prior probability associated with
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Figure 1. Examples of images and corresponding grey-levels histograms:
a) defect; b) calix with stem; ¢) calix without stem.
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the population w® and L(wp | @) be the likelihood under w®. The Bayes
test for minimum error assigns an observed grey level wp, to that population
»® which maximizes the likelihood (see e.g. Mardia and Hainsworth (1988),
Fukunaga (1990)); then wp; € @@ if and only if

poL(wn | @)
p1L(one) | 0V)

(1)
‘The hypotheses stated above imply that:

_ (ome — wi)? ]

202

!

. 1
(2) z&amk|a%°)::——————exp[
2ol

Suppose oy = 01 = o. In this case (1) holds if and only if

(3) Wpr = 1
where
, . )
4) t = 5(uo + ) + log (po/p1) -
K1 — Ko

The general case oy # o3 is approached in Mardia and Hainsworth (1988).
Many methods have been proposed in order to find a threshold ¢ for seg-
mentation (see e.g. Weszka et al. (1974), Ridler and Calvard (1978), Otsu (1979),
Mardia and Hainsworth (1988)). We used an adaptation of the iterative method
of Ridler and Calvard (1978) proposed in Mardia and Hainsworth (1988) which
makes use of spatial threshold values. Denote with @g (wpy) the 3 x 3 neighbour-
hood of wp, that is the set {¢g(war), @1(whr), P2(wrr)}, where the sets ¢, (wpi),
with p = 0, 1, 2 are given in Figure 3. The main steps of this algorithm are:

1. segment the image into two regions, @ and oV, using the mean value;
2. calculate the respective mean grey level @ and o and the associated

number of pixels ng and n;;
3. calculate the spatial threshold value

2

1l — — o
5 t = —(0©® M — 1o ;
G) 5 @0 +0) + =" tog(na/m)

4. for each wy; € w: if the mean value of Cbg(whk) is less than the threshold
value ¢ in (5), then assign wpi to w@;
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5. repeat steps 2-4 until the solution is stable.

Two steps of median filtering (see e.g. Mardia and Hainsworth (1988),
Rosenfeld and Kak (1982)) complete the image segmentation: each by € b(w)
the median filter is classified as the median of the set CDg(bhk). In our case with
the notation introduced above we have: »

Z b i = 5

bri = bij €D (bnr)
0 otherwise

3. Neural networks for data classification.

Neural-network models are algorithms for cognitive tasks, such as learning
and optimization, which are in a loose sense based on concepts derived from
research into the nature of the brain. One of the most important applications of
neural networks concerns classification of elements of a statistical population
into classes; in other words, given a numerical pattern x € 2 the network should
indicate to which of say / classes x belongs.

The literature about neural networks is now quite considerable. Here we
sketch main ideas, the interested reader, for example, is referred to the paper of
Ripley (1992), which highlights statistical aspects of neural networks, or to the
recent monograph of Pao (1989) and bibliography cited therein.

In mathematical terms a neural network model is defined as a directed graph
with the following properties: o

1. astate variable n; is associated with each node i;

2. a real-valued weight w;; is associated w1th each edge {i, j} between the

nodes i and Js
a real-valued bias 6; is associated with each node n;;

4. atransfer function f;[n,, w;j, 6;, (j # i)]is defined, for each node i, which
determines the state of the node as a function of its bias, of the weight of
its incoming edges, and of the states of the nodes connected to it by these
edges.

In the standard terminology, the nodes are called neurons, the edges are
called synapses, and the bias is known as the activation threshold. The transfer
function usually is taken to have the form f (Z w;;jnp—6;) where f(x) is either
a discontinuous step function or its smoothly increasing generalization known as
a logistic function:

el

1
f(x) = 1 +e_(x_9) *
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b)

Figure 2. Binary versions of the images given in Figure 1.

Nodes without edges towards them are called input neurons; output neurons are
those with no edges leading away from them. A feed-forward network is one
whose topology admits no closed paths. It has been proved to be an effective
system for learning discriminants for patterns from a set of examples. Such nets
consist of sets of nodes arranged in layers: input nodes, output nodes and nodes
in hidden layers. Connection of nodes are only allowed between different layers
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but not inside a layer.

The learning procedure has to select both all the weights {w;;} and the
biases {0;}. This is done by presenting the training examples in turn several
times, whilst aiming to minimize a certain cost function, for example the total
squared error

1
_ q _ 2
(6) E = 5 Eq hy? — &%

where y? € & is the output for input x?, £1 is the target output and g is the index
of the training set. In our case % = [0, 1] and &9 € {0, 1} for each pattern q.

4. Input patterns and results.

In this section we discuss the choice of the vector representation of the
images w € Q and give the results of the discrimination via the neural network.

The statistical description of the data given in Section 2, suggests the idea
of a first discrimination between defects and calyces based on grey levels. The
input patterns are based on the frequencies of 15 classes. First we considered
the 15-component vector giving the frequencies of these classes. Afterwards,
according to the data analysis of Section 2, we noticed that the information is
mainly contained not in the values of the frequencies but in their variations. The
final input patterns have been binary ones with 1 if f;.; > f; and O otherwise,
where f; (i =1,..., 14) are the frequencies of the classes introduced above.

The discrimination function ¥ between 5,4 and Qcws U Qcns has been by
considering a feed-forward neural network having the 15 neurons in the input
layer, 5 neurons in the hidden layer and only one neuron in the output layer.

Furthermore better results have been obtained by adding a new field in the
vector x introduced above, which takes into account the shape of the object
represented in the picture. In fact, as showed in Section 2, the difference of shape
between thresholded images of mechanical defects and calyces is quite clear:
pictures concernig calyces are, more or less, star-shaped. This feature helps in
the discrimination (obviously defects with strange shape can be encountered);
the problem is to perform a numerical field able to point out this feature. Our idea
is the following. Given the thresholded image of any w € ©, let us introduce the
matrix N = (Np(bne))nk defined as follows:

0 if b; =0

Np(bhk) = Z b,’j lfb,j =1
bij€®) (bux)
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p

where &9 (b;;) = (] @7 (b)), with ¢ (bi;) = by; is the neighbourhood of order
=0

! of the pixel w;;. Thus any element of the matrix N gives the number of pixels

put on 1 in the neighbourhood of by if by = 1 and O otherwise.

Afterwards, let us consider the part of the image in which only the "rays”
appear: in this case, if N,(bnk) has a very small value then b;; = 1 for a very
few b;j € CD?, (bni) and wp; could belong to either a spot or the center of a calyx;
otherwise, if N, (bni) has a suitably large value, then b;; = 1 for many b;; €
Cbg(bhk) and wp; could belong to a ray of a calyx. Hence the average number _N—p
of the set of the pixels equal to 1 in the neighbourhoods of order p, for a suitable
p, gives a shape index.

17116151617
14113(12}11|10|11|12|13|14
1319187678913

1711218543458 12]17
16|11 7141121247 |11}16
15(10/6 |31 |e|1|3|6]|10|15
161117421247 11|16
17{1218 |54 3|45 |812]17
13/918|7|16|7{8]9|13
141311211 |10|11|12}13 |14
17116|15|16|17

Figure 3. Sets ¢p (o) for p =1, ..., 17: the numbers indicate the order of the
model of neighbourhood of e.

Now let us give a formal description of the method. First we must highlight
the rays and the lengthened shape from a thresholded image. Choose a thresh-
old c: if N,(bs) > c then set to zero all the pixels belonging to N, (bae) (we
have chosen neighbourhoods up to order 17, see Figure 4 for details). After-
wards, for the image thus obtained, let us compute the new matrix N and then the



282 SALVATORE INGRASSIA - ENRICO COMMIS

average number N; of {N,(bri)}nk=1,..n. If 7\/_1,- 1s quite large, then the picture
should represent a calyx, otherwise it should represent a mechanical defect. The
discriminant function v has been designed by means of the back-propagation
neural networks described above. In order to have a total squared error (6) less
than 0.01, about 300 iterations were needed in both networks. The results have
been summarized in Figure 4 which gives the values of the discriminant func-
tions. We see that for the threshold values ¢ = 0.4 there are five misclassifi-
cations: two mechanical defects three calyces (two with stem and one without
stem) are misclassified. As we stated in the introduction, the two kinds of errors
have a different cost: misclassification of a defect is considered a worse error
than misclassification of a calyx.
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Figure 4. Values of the discriminant function. Where CWS: calyx with stem;
CNS: calyx without stem; MD: mechanical defect.

We also performed some experiments with input patterns based directly on
frequencies: more or less the results were the same, but in this case about 12,000
iterations were needed for the training phase.
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Other numerical experiments have been made for the discrimination bet-
ween Qmg and Qews U 2¢ns considering only the grey-levels and the index N—p.
In the first case the simple grey-levels analysis gave a misclassification rate of
about 15 %, while the simple shape analysis gave a misclassification rate of about

30 %.

5. Further remarks and conclusions.

Finally we give remarks and comments both on the procedures here pro-
posed and on the results obtained. First of all, as we said in the introduction, we
remember that we need only one bit of information; hence the problem is to have
sufficient information to be able to discriminate between defects and calyces,
with an acceptable error rate, in a short time (compared with human work). In
the method here proposed, which performs a good compromise between the two
goals, the central role is played by the choice of the vector representation of any
image.

Undoubtely other choices of vector representations of an image are possi-
ble, for example via image segmentation based on random Markov fields models
(see e.g. Geman (1991)), but we didn’t follow this approach for two main rea-
sons. First we saw that the analysis of grey levels give good results in discrimina-
tion and it does not require much computational effort. Moreover we remember
that we are interested in only one bit of information (defect, no-defect) and, in
order to reach this target, precise texture analysis seems too expensive. In fact,
algorithms approaching such problems (e.g. Gibbs sampler, ICM, etc.) require
a lot of computational resources and hence the time required for obtaining the
input pattern for the network could be not competitive with human work.

Moreover the approach based on frequency distribution of grey levels is
easily implemented and highly parallelizable: the image can be partitioned into
some parts, each of them is analyzed by a different processor and then the results
are collected.

The shape of the object reproduced in the thresholded image is also quite
informative: it has been taken into account following the same criteria given
above. Many other approaches are possible by the data analysis of Section 2.
For example the grey-levels histograms of Figure 1-4 suggest the description
of the data as a two-component normal mixture distribution and an automatic
classification by means of the estimated parameter of the mixture. This is an
outline for further work. _

Image analysis by methods of moments constitutes another approach (see
e.g. Teh and Chin (1988)). The same problem has been recently approached
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(Capizzi, 1992) by methods based on circle polynomials of Zernike which have
certain invariance properties (e.g. see Section 9.2 in Born and Wolf (1975)).
More exactly, the vector representation of any image is constituted by some
Zernike moments (the discriminant function is again designed by a neural net-
work). This method gave excellent results in discrimination between £p,q and
Qcns, but it was not tested with the other classes (which give more problems).
Zernike approach is not new in image analysis (see e.g. Teh and Chin (1988),
Khotanzad and Hong (1990)), even if it must be much further explored.
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