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ASSOCIATION AND OTHER SCHEMES RELATED TO
SHARMA-KAUSHIK CLASS OF DISTANCES OVER
FINITE RINGS

BHU DEV SHARMA (New Orleans) - NORRIS SOOKOO (Trinidad)

Delsarte’s association schemes in coding theory arise by considering
the set of relations in terms of the Hamming metric. It is possible to
define a whole class of metrics over a alphabet set which is a finite ring,
by considering Sharma-Kaushik partitions.

The paper considers four different ways of defining relation sets in
terms of the whole class of Sharma-Kaushik distances. These are directly in
terms of the distance corresponding a S K -partition, the other notions called
"nomination”, "discrimination” and “composition”. Intersection numbers,
extended intersection numbers for the four different types of schemes over
the n-vectors of finite ring, which are not always association schemes,
has been studied. Since Hamming and the other used metric, viz. the Lee
metric of Coding theory, arise from two special Sharma-Kaushik partitions,
the study has potential for wider uses.

1. Introduction.

Bose and Shimamato (1952) first introduced the association schemes
in the study of PBIBD’s. These are essentially elegant algebraic structures
with interesting combinatorial properties, and have found applications
in the study of permutation groups, graphs and coding theory.

Delsarte (1973), considering association schemes in coding, slightly
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generalised the original concept of association schemes. In terms of
this widely followed definition, the Bose and Shimamato schemes are
termed as simmetric association schemes. An important motivation for
Delsarte’s work on association schemes of coding theory can be seen
as the success of defining the set of relations in terms of Hamming
distance, which is a key concept in random error correcting codes. Apart
from Hamming distance, another distance employed is the Lee distance.
Also Sharma and Kaushik (1977, 1979, 1986) introduced a very general
way of defining distances in terms of the partitions of the alphabet set,
when it is a finite ring. The Hamming and the Lee distances are the
two special distances of the class of the general class of distances, that
can be introduced. In the setting of the whole class of Sharma-Kaushik
distances, Sharma and Scokoo (1988) examined the schemes when the
set of relations is defined in terms Sharma-Kaushik (SK-) distances.
The general nature of this study allows to introduce sets of relations
what are termed as “nomination” and ”discrimination” of vectors. In
This paper this study is pursued further.

In Section 2, we list various definitions and notions. In Section 3,
we obtain connections between the relations that are defined in terms
of SK-partitions under the notions -of ”distance”, "nomination”, and
“discrimination”. In Section 4, the intersection numers and extended
intersection numbers of the distance-nomination, and discrimination-
schemes have been studied. Thereafter in Section 5, the notion of
"spectrum” in the study of Delsarte has been adopted as “composition”
and schemes with relations in terms of "composition” have been studied,
together with their relations with other earlier studied schemes.

2. Definitions and notations.

The definition of the association scheme that we take here is due
to Delsarte (1973). For other definitions included here, one may refer to
Sharma and Kaushik (1986) and Sharma and Sookoo (1988).

Associa;ion Scheme.
DEFINITION. Given a set X with at least two elements, and a set
of relations R={Ro,Ry,...,Rn}, where N is a positive integer, (X, R) is
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Weight of an element with respect to an SK-partition P; Given an
SK-partition P an element a € F, is assigned the weight ¢ if a € B;. We
write this as

Wy(a) =1, if a€B;, i=0,1,...,m—1.

Further let F?' represent the direct product of the n copies of Fy,
and P, as above be an SK-partition of F,, the weight of an element
x = (21,82,...,2n) € F7 with respect to P is given by

Wy(x) = Z Wy (z:).

Next, if y = (y1,%2,...,¥n) is anothere element of F, then distance
between vectors x and y with respect to partition P is given by

dp(x—y) = Wp(x —y).

That d, is a metric over Fy is proved in Sharma and Kaushik
(1977) and it follows from the conditions mentioned in defining an
SK-partition. What may be pointed out here is that the Hamming and
Lee metrics follows from the following two S K -partitions, Viz.,

Py = {Bo,B1} where By={0}, and B;={1,2,...,¢~1},
and
Pr = {BO,BI,---;Bq—l}; where Bo:{O} and B; = {i)q—i}:

respectively. The Hamming and the Lee metrics shall be denoted by dg
and dr. ) -
Next, we define' and briefly summarise results on SK-distance,

nomination and discrimination schemes:

SK — P-Distance scheme S(n,q, P).
DEFINITION. Given X = F7 an SK-partition P, the SK-Distance
scheme corresponding to the partition P, is given by

S(n’q’P) = (X’ Rd’n’P)’
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where

dn,P __ a,n,P pndnP d,n,P
R ={Ry™", Ry ""’Rn(m—l)}
and

RI™MF = {(2,9) € X¥/dpy(x —y) =i}, i=0,1,...,n(m —1).

It may bee seen that if P = Py, the Hamming partition of F,, then
S(n,n,P) = H(n,q),

the Hamming association scheme, studied by Delsarte.

It has been shown in Sharma and Sookoo (1988), that S(n,q, P) is
in general not an association scheme, and the necessary and sufficient
condition of it to be an association scheme is that |B; N (B; + z)| is
constant as ¢ varies over By, for 7,7, k fixed indices. Also, refer Sharma
and Sookoo (1988), S(1,¢,Pr) is an association scheme.

To define the other two schemes, we need to first define the following
two notions:

Nomination of a vector.
DEFINITION. The nomination n(x, P) of a vector x = (z1,...,&p) in.
X corresponding to a SK-partition P, is the n-vector

U(X,P)-—- (i1>i2)'°'7in),
if x € By, X Bj, x ... %X By,

Discrimination of a vector.

DEFINITION. The discrimination 6(x,P) of a vector x (as above),
corresponding to the SK-partition P of m(2) partitioning sets, is the
m-vector

5(X,P) = ((50, (51, e ;5m—1)
where

§; = the number of times an entry from B; occur. in x.
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We may now define the following schemes:

SK — P-Nomination scheme Spom(n,q, P).
DEFINITION. Given X = F?, an SK-partition P,

Snom(n, q, P) = (X, RT™F),

where

R’?’n:P e {Rn_’n’_P . )/il,ig,...,in € {0;1:"')m_ 1}

(1.1,32,...,1,,,
and

RIME = {(x,y) € X2/np(x — Y) = (41,92, -+, 1n)}

(i10i2,00sin) =

It has been proved in Sharma and Sookoo (1988) that S, (n,q, P)
is an association scheme if |B; N (B; + )| is constant for all = € By,
and fixed 1 ,J, k. This condition hold for all ¢ and n when P = Py, andl

Snom(n, ¢, P) is an association schemes, not identified earlier.

SK — P-Discrimination Scheme Sais(n, g, P).
DEFINITION. Given X = F? and an SK-partition P,

Sdzs(n)Q;P) (X R&nP)

where
RW™F = (RGP /60,61, 6oy = 0,1,.
and
50+51+...+6m—1 =n,
and

RO = {(x,7) € X*/ép(x =) = (50,1, -, 6met))

In the next section, we first study connections between the sets
of relations defined in terms of distance, dy,, nomination 7p, and the
discrimination ép, corresponding to the SK-partition P of F,.
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3. Connections between relation sets arising from distance,
nomination and discrimination.

The three sets of results are as follows:

I. Connection between discrimination and nomination relations: For
an SK-partition P of Fy, as defined before with m partitioning subsets,
we have

R;;?J’i-..,ém—l) = {(X’/y) € wzlép(x,y) = (b0, 61, ... y0m-1)}

={(x,y) € #°|(x,y) € Bi, x Bi, x ... x B;_
and 6, of i1, iz, .. .,in = 4,(t = 0,1,...,m — 1)}

= U {(x,y) € 2*|(x—y) € Bi;; x B;; x ... x B;_}

§1yi2,)in
where in taking the union over i,is,...,i,, the conditions over these
numbers would be

6pofir,in,... in=t(t=0,1,....m-1)= |J R’

(il,iz,...,ln)
21,22,..50p

where in taking the union over i1,4s,...,7, the conditions over these
numbers would be §; of i1,%3,...,4, =¢, 1 =0,1,...,m—1).

The next two relations examine similar situations between distance-
and nomination-, and distance- and discrimination- relations.

II. Relation between distance and nomination relation: We have,
straightforwardly,

RI™P = {(x,y) € X?|dp(z,y) = i}, where X = Fp
={(xy) € X*Wp(x~y)=4}
= {(x,y) € X*|(x —y) € B;, X Bi, X ... x Biy,

for any 1,%2,...,tp Dty + i+ ...+ 1, = z}
— 7,n,P
= U B

il;iQ)”')in

where in taking the union over ii,4s,...,i,, the condition over these
numbers would be 43 +i2 + ...+ i, = 3.
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II1. Relation between distance and discrimination relations: Once
again, as before '

RI™MP = {(x,y) € XYW, (x,y) = i}

_ - én,P
- U R(éo,él,..l,ém_l)

80,01, ,6m—1

where in taking the union over &q,61,...6m-1, the condition over these
numbers would be

61+ 282+ 363+ ...+ (m—=1)6p_1 =1

since the weight of any element of X having discrimination (60,61, ...,
6m—1) is
61 + 265 + 363+ ...+ (m - 1)6m—1'

4. The intersection numbers and extended intersection numbers
of the distance, nomination and discrimination schemes.

Given an association scheme, refer Delsarte (1973), its intersection
numbers can be defined. We define, first intersection numbers for the
schemes studied in the previous section, and prove some results on these
numbers. Later we define extended intersection numbers and study
them.

Intersection Numbers of the Distance Scheme.

DEFINITION. Given an SK-partition P = Bg,By,...,Bm-1 of Fy =
0,1,...,q—1, let X =F}, where n 1, and let (X, R4™F) be the distance
scheme. For x, y X and numbers i,j =0,1,...,n(m — 1), the intersection
number C{™F (x,y) is defined by

P (x,y) = [{z € X|(x,2) € R, (2,y) € R;}I.

The Intersection Numbers of the Nomination Scheme.

DEFINITION. Let P, F, and X be as above, and let (X,R"™T) be
the Nomination scheme over X. Given x,y € X and n-tuples

i:(Z'l,ig,L..,in)(il,iz,...,in:0,1,...,m—1)
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and
j: (jl;j2;' “)jn)(jl;jZ)"'ajn = 0)1)"')m_ 1)

the intersection number Ci’f 3“’P (x,y) is defined by

P (x,y) = [z € X|(x,) € BJ™F (z,y) € BJ™F)

The Intersection Numbers of the Discrimination Scheme.

DEFINITION. Let P, F;, and X be as in the previous two definitions
and let (X, R®™F) be the Discrimination Scheme over X. Given m-tuples

i= (30,51, s bm—1)(50, 81, .+ bm_1 > 0,dg + 11 + . .. + imey = 1)
and
J=00,J1, -y dm=1){FosJ1s -+, Im-1 2,000t y1t A I = n)
the intersection number Cf}’j”’P (x,y) is deﬁﬁed by

CHP (x,y) = {2 € X|(x,2) € BI™, (. — y) € RI™T}|

We need the following lemma in order to evaluate these intersection

numbers.

LEMMA 1. Let P = {By,B1,...,Bn_1} be an S K-partition of
F,={0,1,...,q—1}. Forany 2,y € F, and i,j =0,1,...,m— 1.

[{z € Fyl(e - 2) € Bi,(2 —y) € Bj}| = (= + B:) N (y + By)|.

Proof. |
{z € Fyl(z — ) € Bi,(z —y) € Bj}| = {z € F}lz € z + B;, z € y + B;}|
= |(z+ B;) N (v + B;)|-

We next evaluate Cff}-"’P (x,¥)

THEOREM 1. Given an SK- partition P = {Bo,B1,...,Bm-1} of
Fo={0,1,...,q=1}, let X = F*(n > 1) and let (X, R*™F) be the distance
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scheme over X. Given x = (z1,2s,...,2,) and y = (y1,Y2,---,¥n) in X
and numbers 1,7 =0,1,...,m — 1, the intersection number C{f}”’P(x,y) is
equal to

> T+ Bi,)n (@, + Bj,)l

il)":2l"':i_n g:l

j1;J2 ~~~~~ In

where in taking the sum over iy,%s,...,1,,7J1,92,. .., Jn the conditions over
these numbers would be

htte+...+1, =1

GiHdat et in =]

Proof. Given z € X, let z = (21, 22,...,2,); 21,22,...,2n € Fy.

CPF (x, )Mz € X|(x, %) € BE™ (5,7) € RE™T)]

= Z Hz € X|zy— 2y € B;,,2y —yy € Bj,, g =1,2,...,n}|

i1,82,0000in
213225530

where in taking the sum over iy,¢2,...,%,, j1,J2,.--,Jn, the conditions
over these numbers would be

i igt+ ... =1
Jitjet.tin=1J

n .
Z HI‘{ZgEFqlmg"zyEBig’zy"ygEBJ'g}I
$19824000y in g=1
21332550

where in taking the sum over ,4,...,%,, Jj1,J2,...,Jn, the conditions
over these numbers would be

iitip+.. . +iy =i
i+t tin=j

= > TIlzs+Bi,)ws + Bi)}

':1 ’i.2"”’i."
J1:7325 00
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where in taking the sum over i1,4s,...,%n, Jj1,J2,...,7n the conditions
over these numbers would be

1tta+ ... +i, =1

j1+j2+---+jn=j

from Lemma 1.

This establishes the proof.

For the Nomination Scheme, we have a similar result to the
foregoing. It is stated as follows: '

THEOREM 2. Let P, F, and X be as in the previous theorem
and let (X,R"™%) be the Nomination scheme over X. Given elements
X = (ml,mg,...,wn) and y = (y1,¥2,...,¥n) in X, and n-tuples

i:(il,ig,...,in),(il,ig,...,in =O,1,...,m—1)
and

j: (jl;j2,---,jn)(j1;j2,---,jn = 011)°")m— 1)

. . P . .
the intersection number 0;7’3"" (x,¥) is equal to

H |(zg + Bi,) N (yy + Bj, )l

9=1

Proof. Given z € 2™, let z = (21, 20,...,...,2,); 21,22, ..., 2, € F,
I (6, 3) = 1 € X|(62) € R (a,y) € BIP)
=Nze€X|(x—2)€B;, xB;, Xx...x B;_,
(z—y) € Bj, x Bj, x ... x B }|
= |{z€X[:cg—zyEB,'g,zg—-yg € Bj,,9=12,...,n}

n
= H {2y € Fylzg — 25 € Bi,,Zy—yg € ng}l
g=1

= H |(2g + Bi+g) N (yy + B;,)|
g=1
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from Lemma 1.
The intersection numbers of the Discrimination Scheme can be
obtained easily, as we show in the following theorem.

THEOREM 3. Let P, F, and X be as in the two previous theorems
and let (X, R*™T) be the Discrimination Scheme over X. Given elements
x = (z1,22,...,%n) and y = (y1,Y2,---,¥n) in X, and m-tuples

1= (io,il,...,im_l),(io,il,...,im_l >0,i0+ i1+ ...+ tm-1 =TL)
and

j: (jO)jla ;jm—l))(jOle)' .- )jm-—l Z O)jO +.71 + ... +jm—1 = n)

é,n,P

the intersection number c;;"" (x,y) is equal to

Z I_.[ I(wg+Ba9)m(y9+Bbg'a

n

where in taking the sum over ag,ai,...,an, bo,b1,...,b,, the conditions
over these numbers would be

ie Of ap,@1,...,an =€, (e=0,1,...,m—1)

Je 0f bo,b1,...,bp =€, (e=0,1,...,m—1).

Proof. Given z EX, let Z:(Zl,Zg,...,Zn), (21,2'2,....,Zn € Fq)

cé’n’P(X,y) =z € X|(x,2) € Rf’n’P,(Z,y) = Rj&n,P}I

ij

= Z {z € X|zy — 24 € Ba,,zy —yg € By,, g =0,1,...,n}|

agyGyyesldn
51,b1,..,00
where in taking the sum over ag,ai,...,an,bo,b1,...,b,, the conditions

over these numbers would be

ie of ap,a1,...,a, =€, (e=0,1,...,m—1)

jeObe,bl,"'ybn:ey (6=0)1)-"1m—1)
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= Z I{ZgEFqlxg"‘ngBag,Zg‘ygEBbg;920;1’~-’”}l‘

where in taking the sum over ao,a1,...,a,,b0,b1,...,b,, the conditions
over these numbers would be

ic of ag,a1,...,an =¢, (¢=0,1,...,m—1)

jeofbo,by,.. ba=¢, (e=0,1,...,m—1)
= Z Hl(xg"‘Bag)m(yg'*'Bb )]

where in taking the sum over ag,ay,...,an,b0,b1,...,b,, the conditions
over these numbers would be

ie of ap,a1,...,ap, =¢, (6=0,1,...,m—1)

Je of bo,by,...,b, =€, (e=0,1,...,m—1)

Hence the proof. '

Next we investigate numbers which are defined in a similar way
to the intersection numbers, and which we call extended intersection
numbers of the scheme under consideration. The deﬁmtlon of an extended
number follows:

Extended Intersection Numbers.

DEFINITION. Let X be a non-empty set with at least two elements,
and let R = {R;|I € D} be a set of relations over X, where D is some
suitable set of subscripts. Given elements I1,I5,...,In41 € D and x,y € X,
we define the extended intersection number Cr, 1,,.. 1,,,(x,¥) of (X,R) in
the following way

CI1,-’2,'--,Ih+1 (x)y) = ]{(21,22, sy zh) € Xhl(x, zl) € Rfl:
= (Zl;ZZ) E sz) . "(Zh)y) € RI;,.H}I
We investigate the extended intersection numbers of the distance,

nomination and discrimination schemes below. The first result in this
direction is for the distance scheme.
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THEOREM 4. Let P = {Bo,B1,...,Bm-1} be an SK-partition of
Fy={0,1,...,¢—1} and let X = F}. Also let R‘}’"”P(I: 0,1,...,n(m—=1))
be the distance relations over X and (X, R*™%) the distance scheme over
X2 Ifx,yeX, I,Is, ..., Inp1 =0, 1,...,n(m—1) and CEl (Y
is an extended intersection number of (X, R»™F), then
cémP (x,y) = {(b1,ba,...,bpt1) € X" |x—y =bi+by+...+bp1,

Il)Ié)"'11h+1

and .
wp(by) = In(a=1,2,...,h+ 1)}
Proof.
d,n,P
11,12,...,Ih+1(x»3’)
= [{z1,22,...,24) € X*|(x,21) € RP™% (21, 22) € RE™T,
dn,P
.y (Zn,y) € th’il H
= |{(z1,22,...,28) € XPx -z =Dy
21 — Z9g = b2 _
Zh =y =bpp
as ba(e=1,2,...,h+1) varies over

X 3 wy(bs) = In}| = [{(b1,b2,...,brs1) € X"l x—y = b1 +ba+...+bpy1,

and wy(by) = Ip(a=1,2,...,h + 1)}|.
We next prove a similar result to the above for the nomination

scheme.

THEOREM 5. Let P = {Bg,B1,...,Bn-1} be an SK-partition of
Fy={0,1,...,¢—1}, X = F*(n > 1) and let

Ia = (ialyiagj"')ian)

(In, iag, - riw, =0,1,...,m=Lia=12,...,h+1)

be h + 1 n-tuples), Also let (X, R"™"F) be the nomination scheme over X,
and let R}’;"’P (¢ =1,2,...,h+ 1) be the nomination relations.
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Given xy € X, the extended intersection number. C7.%" | LX)

of (X, R"™¥F) is equal to
{(b1,ba,...,bas1) € X" x —y =b; +ba+... + bpy1,
and Up(ba) = Ia(a =12,...,h+ 1)}|

Proof.

P
}71,,7332,...,Ih+1 (X, y)

= l{zl:zZa s th) € Xh|(X,Z1) € R?;n’P’(Zl’zz) € R?’;n’P’
-")(Zh)y) € R?}:Z,IP}I
= |{(Z1,Z2,... ,Zh) € Xhlx—zl = by

Zl—Z2=b2

2z —y =bays
as by(a = 1,2,...,h+1) varies over X

5 Np(ba) = Ia}

= |{(b1,ba,...,bay1) EXh+1|X—y= b; +bg,...,brs

np(be) = Ia(a=1,2,...,h + 1)}

This completes the proof.

The extended intersection numbers of the discrimination scheme
can be obtained by a method similar to the one used in the above
theorem to obtain the extended intersection numbers of the nomination
scheme. This method is shown in the next theorem.

THEOREM 6. Let P = {By,B1,...,Bn-1} be an SK-partition of
F,={0,1,...,¢-1}, X = F2(n2>1) and let

I, = (2011 ylagyev s zo:(m—l)) ) (201’7'0!2’ o la(m=1) =

=0,1,...,n;a=1,2,...,h+1)
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be (h+1) n-tuples. Also let (X, IR*™T) be the discrimination scheme over
X and let Ri;”’P (¢ =1,2,...,h+ 1) be discrimination relations.

Given x,y, € X, the extended intersection number C’f;’,}’zp’ Ty 5 Y)
of (X,R%™F) is equal to

I{(b1,b2,---,bh+1) EXh+1|x—y:b1 +b2+...+bh+1

and
bp(ba) =Ip(a=1,2,...,h+ 1)}
Proof.
Cléif,sz‘..,fh.f.l(x’y)
= I{Zl',ZZ, . ,Zh) € Xhl(X,Z1) € Rﬁ’ln’P;(Zl:Zz) € Ri;n’P’
5n,P
.oy (Zn,y) € RI’:H H
= {(z1,22,...,21) € X"|x —z; = b,
Z) — 2o = b2
zn —y = bpp
as bo(e=1,2,...,h+1) varies over X
5 6p(ba) = L}
= l{(blyb'Z)" . abh+1) € Xh+1lx —y= by +ba+...+ bh+1,
and

6p(ba) = Io(e=1,2,...,h+ 1)}

We next investigate a scheme defined with respect to the concept
composition. We refer to this scheme as the composition scheme.
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5. The composition scheme.

An association scheme called the spectral scheme, refer to Delsarte
(1973), was defined in terms of the concept spectrum. We refer to
spectrum as composition (c.f. Mac Williams and Sloane (1978)), so
naturally we call the spectral scheme the composition scheme.

In this section, we define the Composition Relations and the
Composition Scheme and show the relationships between these relations
and the Distance, Nomination and Discrimination relations. We can
also prove that the Composition Scheme is an association scheme. We
evaluate its in\tersection numbers and extended intersection numbers.

First, we give the definition of the composition (c.f. Mac-Williams
and Sloane (1978)) of a vector in X = F}', where Fy; is the ring of
integers modulo q.

Composition of a Vector in X = F7.

DEFINITION. Given the ring F, = {0,1,...,¢ — 1} of vectors modulo
g, let X = F}, n> 1. The composition of a vector v € X is

comp (v) = 5(v) = (50,51, -,5¢-1)

where s; = s;(v) =number of co-ordinates of v equal to i € F
(i=0,1,...,q—1) |
Relations can be defined in terms of composition, as shown below.

~ Composition Relations.

DEFINITION. Given the natural numbers to,t1,...,tq—1 satisfyingv
the condition to +t1 + ... +1t,—1 = n, we define the Composition Relation
Ry", 4., over X =Fg, (n>1) as follows:

tg—1
R, oo =105y) € X2 comp (x=¥) = (to, 11, tg-1)}-

We need the following notation in order to define the Composition
Scheme. '
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Notation: For n > 1, let
T, = {(thth- -~,tq-—i)lt0 +t14+... +t_1=n

where ¢; is a natural number (1=0,1,...,¢— 1)} and let M, = |T}|.

DEFINITION. Let

RO™ — {Rc,n li(to,tl, ce ,tq—l) & Tn}

(to,t1,.. tqm
(X, R®"™) is called the Composition Scheme over X = Fp.

We investigate the relationship between the Composition Relations
and those we introduced earlier, starting with Distance Relations.

Relations Between Composition and Distance Relations.
Given an SK-partition P = {Bg, Bi,...,Bn-1} of Fy = {0,1,...,¢—1},
let X = F?, n>1. We have
d,n,P 2 -
Ry ={(x,y) € X*|wy(x—y) =1}
= {(x,y) € X*| comp (x —y) = (to,t1,...,4-1),
where (t3wp(1) + tow, (2)+

et tgwp(g — 1) = )]
U B, o)

to,t1,eetg—1

where in taking the union over ¢o,t1,... ytq—1 the condition satisfied by
these numbers would be

tiwp(1) +tawp(2) + ..+ tgmrwy(g — 1) =4

We next show the relationship between Composition Relations and
Nomination Relations over X = F7 with respect to an SK-partition

P:{BO,B]_,...,Bm—]_} Oqu.
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Relationship Between Composition and Nomination Relations.
Given an n-tuple (71,%2,...,%,) of integers
(11,82, yin = 0,1,...,m — 1)

whe have
n,n,P
U R(illiZI"‘)z.n)
(i,’,ig,.".,in)

where the union is taken over all permutations of (i1,4s,...,%,)
= U {(x,y) € X*|(x—y) € B;, x Bi, X ... x B,
(i1/i2) - in)
where the union is taken over all permutations of (i1,4s,...,%,)
= |J Axy)ez comp(x—y)=(to,t1,...,2-1)}
(to,tl,...,tq_l)

where the union is taken over all permutations of all compositions
(to,t1,...,t4—1) of elements of By, x By, x ... x B;, =

o g c
- U Rto;tlx"')tq—l

(to,t1,...,tq—1)

where the union is taken over all permutations of all compositions
(to,t1,...,tq—1) of elements of B;, x By, x - x By .

For an SK-partition P = {Bo, By,...,Bn_1} of Fy = {0,1,... ,m—1},
we can relate the Discrimination Relations over X = F7'(n > 1) to the
Composition Relations as shown below.

Relationship Between Composition and Discrimination Relations.

For an (m — 1)-tuple (6o,61,...,6m-1) of positive integers &y,6;,...,

6m_1:0,1,...,n,-

R((sg:,,g,...,ém—l) = {(x,y) € X2’6P(x - y) = (60: 61: sy 5m—1)}

= U ) € D(so,61,...6m-1)1(%,¥) € 2*|comp(x — y) = (to, 11, ... tg-1)}

(to,tl,...,tq_l
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where the union is taken over all elements to,t1,...,t5-1) of the set
D(s0,64,....6.-1) of all compositions of elements of X having discrimination

(60) 61; e ;6m-—1)
= U th;’;ztlr--;tq—l

(to,ty,...,tg—1)

where the union is taken ove rall elements (to,?1,...,¢,-1) of the set
Dis9,641,...,5,._,) of all composition of elements of X having discrimination

(60,61, -+, 6m—1).
Next, we define and evaluate the intersection numbers and extended
intersection numbers of the composition scheme.

Intersection Numbers of the Composition Scheme.

- DEFINITION Given g-tuples i = (io,41,...,%9-1) J = (Jo,J1,--,Jq—1)
and k = (ko, k1,...,ky—1), the intersection number

G (x,3) = {2 € X|(x,2) € B{"™, (2, y) € B;"}|

for any (x,y) € R.".

Extended Intersection Numbers of the Composition Scheme.

DEFINITION Given elements x,y,€ X = F' and g¢-tuples i;,ia, ...,

ip4+1, the extended intersection number Cfl”'ﬁ-z,_“,ihﬂ(x, y) is equal to

I{(ZI)ZQ;' e azh) - whl(xyzl) € Ricl,n’(zlazz) € Ricz’n)‘ . '7(Zh7y) € Ric,:,::_l}l

THEOREM 7. Let (X,R%™) be the composition scheme over X =
Fg. Given g-tuples i = (i0,%1,...,%4-1), J = (Ji,Jj2,---1J¢—1) and k =
(ko,k1,...,ke_1) and elements x,y € X 3 (x,y) € R_" the intersection

number
ic:jf,lk(x,}’) = |{(a,b) € lea, b € X comp(a+b) =k,

comp(a) = iand comp (b) = j}|.
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Proof.

C’ffk(x,y) = |{z € X| comp (x —z) =1, comp (z — y) = j}|
={z€Xa,beX,x~z=2a
z—y=D>b
comp (a) = i and comp (b) = j}|
— [{(a,b) € X2fa,be X,x—y=a+b

comp (a) = ¢ and comp (b) = j}|..

Now, since (X,R®™) is an association scheme, the above number
does not depend on x and y, provided that (x,y) € R.". Hence

Ciix(x,y) = {(a,b) € X?%|a,b € X, comp (a+b) =k,

comp (a) =i, comp (b) = j}|,

We present a similar result to the above for the extended intersection
numbers of (z, R%™).

THEOREM 8. Let (X, R°™) be the composition scheme over X = F7.
Given q-tuples, 1ii,is,...,ip41 and elements x,y € X, the extended
intersection number '

C’icl,gz,...,ih-n(xay) :|{(b1>b2’ s )bh+1) € Xh+1lx — Yy =by + bzt +bpyy,
and comp (b,) =is(a=1,2,...,h + 1)}|.
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Proof.

on
Oio,il,...,l.h_*_l (x’ y)

comp(x - Zl) e il;
= H(Zl,ZQ, .. .,zh) € Xhl comp(zl — Zz) — iz,

comp(zy — ¥) = ip4s
X—2z, =b;

[{(by,ba,...,brt1) € a"+1|21 — 22 = by,

zp —y = bpyy
comp (ba):ia(a‘:l,Q’)h-{—l)}l

= '{(bl,bz,---,bh+1) EXh’Hlx—y = by +b2+...+bh+1,
comp (by) =ia(e=1,2,...,h+1)

This concludes the proof,
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