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Set constructs and notations provide in many areas an unprecedented expressive power. Sets are nevertheless almost non-existent in most programming languages since they don't have a general-purpose efficient enough representation. Only global transformations, taking into account the context of set constructs and operations may provide a reasonable efficiency. After a brief survey of existing Set Oriented Languages, we present recent developments taking place at New York University concerning SETL and its successors, especially fixed-point specifications, elimination of repetitive evaluations by finite differencing and elimination of associative access costs by an appropriate Data Structure Selection for implementing sets. In this framework we present two original contributions: the first one concerns a rewrite operator on sets for dealing with fixed points of some non-monotonic transformations. The second one concerns Data Structure Selection and how we have extended and reformulated its mechanism as a special kind of type inference, relatively easily implemented in Prolog.
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1. The need for set theoretic dictions in programming.

The classical set theory is a formalism which is quite widespread and close to the intuition, at least in its naive forms. Its expressive power is especially significative in the following kinds of applications:

* applications dealing with structured information, as in business data processing, or in CAD-CAM. In such applications many objects are readily modeled by set constructs: the set of employees in a given department, the set of activities of an individual, the mapping of a set of attributes to an individual identification, and its converse, the set of components of a mechanical device, and recursively the components of each of these components, etc.

The main data model, the relational model, does not allow the direct expression of set attributes: instead, this notion is translated as a kind of dependency between atomic values in tuples. Such dependencies are neither easily expressed by a user nor easily analyzed by the system. This is why recent developments in data processing languages for «complex objects» [Abi, 87] are essentially based upon set primitives, whether in an algebraic framework (the language is a set of composable operators) or in a predicative one (the language is based upon 1st order predicate logic). Let us note that these languages are exclusively concerned with the data processing aspects, and that the atomic values are not interpreted (e.g. their type is not analyzed), only equality tests are available. Such languages will doubtless play an important role with the coming of multimedia data bases, storing all types of information including text, sound and images.

* algorithm design, where the possibility of defining freely sets and of applying to them global operations lead to particularly elegant, i.e. precise and concise, formulations of many problems. For instance a graph $G$ with vertices $\{a, b, c, d\}$ and edges $\{a, b\}, \{a, c\}, \{c, d\}$ is described as a set of pairs $G = \{[a, b], [a, c], [c, d]\}$. Then the existence of a cycle in $G$ can be written as:
\[ \exists C \in \text{powerset (G)} \land \forall X \in C, \exists Y \in C : X[2] = Y[1] \]

This expression is directly executable in SETL. Other simple and useful examples of set expressions (all are actually executable in SETL) are:

\[
\begin{align*}
\forall p \in [2..n-1] | \text{n mod } p \neq 0 \\
\{ [x, y] : [y, x] \in f \} \\
\{ [x, z] : [x, y] \in R, \ z \in S[y] \} \\
\{ [x, y] : x \in A, \ y \in B \} \\
\text{type (f) = set and } \forall p \in f \mid \text{type (p) = tuple} \\
\quad \text{and } p(1) \neq om \text{ and } \#p = 2 \\
\end{align*}
\]

\[
\begin{align*}
\text{map (f) and } \forall x \in \text{domain } f | \#f\{x\} = 1 \\
\text{smap (f) and } \forall x \in \text{domain } f, \forall y \in \text{domain } f \neq y \Rightarrow f(x) \neq f(y) \\
\end{align*}
\]

Similarly all usual data structures, e.g. linked list, stack, queue, tree, multiset, polynomial have simple abstract presentations in terms of set constructs and operations.

* semantic analysis of programs, both deterministic and non-deterministic programs. The basic data structures are data and control flow graphs which are well represented as (multivalued-) maps. The basic queries concern the propagation pathways of variables – and expressions – values and types: where, in a program, is the value defined, where is it used? Likewise, one has to consider sets of possible values at execution time for specific program parameters (e.g. the type of an expression). Most properties may then be formalized as fixed-points for functions on sets. Again the analogy with databases is striking. As observed in [Aho, 79]: «fixed-point operations arise naturally in a variety of database applications. In an airline reservation system, for example, one may wish to determine the number of possible flights between two cities during a given time period. [...] No such query can be couched in relational algebra». The computation of
fixed-points requires that sets and relations be 1st-class objects, in order to express properties like being monotone:

\[ s \subseteq t \Rightarrow f(s) \subseteq f(t) \]

or to construct a procedure to compute such a fixed point, e.g. as a while loop:

\[
\begin{align*}
    s := \{\}; \\
    \text{(while } g(s) \neq \{\}) \\
    s := s \cup g(s); \\
    \text{end;}
\end{align*}
\]

2. Set primitives in programming languages.

There is a priori, many different ways of integrating sets to a programming language. One has to design first the ur-elements (primitive elements which are not sets): it is still possible to exclude such ur-elements and reconstruct everything starting with the empty set; however this seems a rather futile exercise nowadays in computer science. The ur-elements will denote elements the structure of which is ignored. One has then to determine which operations will be used to create and process sets. For instance infinite sets may be made available. Otherwise, it is possible to prevent them syntactically by restricting definitions of sets in comprehension. The freedom to nest set constructs and quantifiers may be also restricted.

An extreme case is that of Pascal: finite (very small!!!) sets, without imbrications nor quantifiers or definitions in comprehension. In fact, with the exception of the very recent above-mentioned data-base studies, there are very few languages implementing a significant part of set theory. Among imperative languages SETL is a – relatively old – example offering a quite complete set of primitives for handling hereditarily finite sets.

In Logic Programming the need for set expression emerged rapidly, especially for expressing the set of terms satisfying a given
predicate. Indeed the simulations of sets with lists (e.g. accumulators of single-question solutions) are difficult to implement in full generality and inefficient. It should be stressed that other 2nd order possibilities (variable predicates, \( \lambda \)-expressions) are much easier to simulate by meta-programming. This is why recent version of Prolog offer some direct set processing primitives (set-of, find-all), extending the First Order Logic and usually praised by programmers.

Among functional languages, some like Miranda or Me Too [Naf, 86] allow some set oriented operations, including with infinite sets (by means of a lazy evaluation). However, no more than in Prolog, sets may be considered truly as native language objects. An exception could be S3L [Lac, 88] under development at the University of Orleans, which considers itself as based upon (a) set theory.

Thus, despite its advantages, set theory has had, until now only relatively little success in programming languages. The main reason seems to be an efficiency problem: there are no general representation of sets able to support efficiently all the set operations. Before examining possible solutions to this problem, we will present rapidly the framework in which these solutions have been worked out, i.e. SETL and derived languages.


Developed at NYU some 15 years ago, SETL provides a complete set of primitives for hereditarily finite sets. Besides sets, the basic language structures are the tuples and the maps: the latter one being simultaneously sets of pairs, graphs of functions or binary relations, the former ones being plain unlimited lists. The following table provide a quick overview of the extent and flexibility of the SETL primitives (the table includes the two \( SQ+ \) fixpoint operators\(^{(1)} \)).

---

\(^{(1)}\) The \( SQ+ \) language exposed in 4 is a functional language essentially equivalent to the SETL expression language presented here.
SETL set, maps and triple expressions

\[ s \cup t, s \cap t, s - t \]  
set union, intersection, difference

\[ s \subseteq t, s = t \]  
subset and equality tests

\#s  
set cardinality, sequence size

\( \exists s \)  
arbitrary choice

\( x \in s, x \notin s \)  
membership tests

\( y \in g\{x\} \)  
test \( [x, y] \in g \)

\( \{\}, \{x_1, x_2, \ldots, x_n\} \)  
empty set, enumerated set,

\( [], [x_1, x_2, \ldots, x_n] \)  
empty tuple, enumerated tuple

\( \{e(x) : x \in S | k(x)\} \)  
set former

\( [e(x) : x \in s | k(x)] \)  
tuple former

\( \forall x \in s | k(x), \exists x \in s | k(x) \)  
boolean valued quantifiers

\( \text{domain } f, \text{ range } f \)  
domain and range of a map

\( f(x), f(i) \)  
image of an element by a map (undefined if not unique), \( i \)-th element of a tuple

\( f\{x\}, \{x\} \)  
set of images of \( x \), set of images

\( lfp(s, e), gfp(s, e) \)  
least (greatest) fixed point of \( e \) greater (smaller) than \( s \) (specific to SQ+)

SETL main iteration constructs and set, maps and tuple instructions\(^{(2)}\)

\[ s \text{ with } := x; s \text{ less } := x \]  
set or tuple element additions and deletions

\[ g\{x\} \text{ with } := y; g\{x\} \text{ less } := y \]  
add (delete) pair \([x, y]\) to (from) map \( g \)

\[ s := \{\}, f(x) := \{\}, f\{x\} := \{\} \]  
assign empty set to a variable, as the image value of an element in a map, as image set

\[ f(x) := \ldots, f\{x\} := \{\ldots\} \]  
assign a value as the image value of an element in a map, as image set

\[ g(x) := \Omega \]  
remove \( x \) from domain \( g \)

(for \( x \in s \) [Block] end)  
execute Block for each element \( x \in s \)

(while Bool) [Block] end  
execute Block as long as condition Bool holds. Bool is any boolean expression (see above)

\(^{(2)}\) The SML language is a subset of SETL consisting of the elementary expressions, assignments to sets and maps, set element additions and deletions (there is no global operation between two sets). It is an intermediate language for the translation of SQ+ into imperative and setless low level languages.
The type of SETL objects is extremely dynamic: a variable may change its type, even the same occurrence, during the same execution. Although (type) declarations are possible, they are not mandatory, and most SETL programs are declaration free. SETL is well suited for the rapid development of prototypes. A complete tutorial and presentation of the language may be found in [SchD, 86].

SETL is a rather old language and some of its defects are rather obvious. For instance problems concerning the scope of variables, some side-effects and the semantic of some constructs are being addressed in a new version «SETL2» under development at NYU [Smos, 88]. One could also question the imperative nature of the language, but it seems to fit its vocation as a prototyping language, for prototypes evolving gradually toward an Ada implementation as suggested in [BlG, 88]. One could also question the weak typing, since its disadvantages are well known: type errors go undetected before run-time, performance loss due to continuous run-time type-checking. This is why a new type model for SETL2 is under study. This model, outlined in [Hen, 87], should preserve the flexibility of the language, including it being declaration-free, while enforcing some form of strong typing. This model constitutes an extension of SETL with procedures as first-class objects and tagged values. The model is inspired by ML's polymorphism and type inference.

4. SETL Program Transformations.

Program Transformation has always been an active area of Research in the SETL community. It resulted mainly in two distinct systems: the SETL Optimizer [Fre, 83] and the RAPTS system [Pai, 87]. We will discuss here the latter system. Bob Paige and his team have designed a specification language, SQ+[CaiP, 88], and an associated transformational system: RAPTS. The goal is the automatic generation of efficient imperative programs for a certain class of problems: those which could be reduced to the search for a
fixed point of a set function monotone (or antimonotone) wrt the set inclusion. Indeed an important number of set oriented specifications can be expressed as $SQ^+$ fixed point expressions e.g.: 

$$\text{themin } S : X \subseteq S | S = h(S)$$

denoting the smallest set $S$ containing $X$ such that $S = h(S)$. This expression is undefined if there is no unique least fixed point. An inductive definition of a set can always be turned into a fixed-point normal form (this is even also the case of any partial recursive function). For instance the powerset of $X$ is:

$$(3) \quad \text{themin } S : \{\{\}\} \subseteq S | S = S \cup \{\{x\} \cup y : x \in X, y \in S\}$$

Let us consider the attribute closure problem arising in relational data bases. Let $U$ be a set of attributes. Given a subset $X$ of $U$ and a map $f$ between subsets of $U$ (the pairs in $f$ are the so-called functional dependencies), one has to determine the smallest set $Z$ of attributes such that:

$$X \subseteq Z \text{ and } \forall Y : Y \subseteq Z \Rightarrow f(Y) \subseteq Z$$

Using the domain operator (which applied to a map or 2-ary relation returns the set of all 1st components of the tuples in the relation), $Z$ can be directly expressed in $SQ^+$ as:

$$Z = \text{themin } S : X \subseteq S | (\forall Y \in \text{ domain } f | Y \subseteq S \Rightarrow (f(Y) \subseteq S)$$

By means of simple syntactic transformations this specification is tranformed into the fixed-point expression:

$$(4) \quad \text{themin } S : X \subseteq S | S = S \cup f[\{Y \in \text{ domain } f | Y \subseteq S\}]$$

where we use the classical notation

$$f[P] = \{f(x) : x \in P\}$$
The attribute closure problem is now well under the form (2).
When \( h \) in (2) is monotone (wrt. set inclusion) then Tarsky theorem provides the solution by an iteration:

\[
X := S;
\]

loop \( X := h(X) \) until converge;

i.e., stated with more conventional notations\(^3\)

\[
X := S;
\]

while \( X \neq h(X) \) do

\[
X := h(X);
\]

end;

Monotonicity is an undecidable property. However sufficient conditions for being monotone can be stated as syntactic patterns: identification of known tabulated primitives, preservation of monotonicity through function composition, etc. By this method, and with some other minor transformations one obtains a first algorithm for solving the attribute closure problem\(^4\)

\[
S := X;
\]

while exists \( z \in f[\{Y \in \text{domain } f|f \subseteq S\}] - S \) do

\[
S \text{ with } := z;
\]

end;

The complexity of this iteration is \( O(n^2) \), \( n \) being the size of \( U \), whereas the direct fixed-point search is exponential. The Finite-Differencing incremental re-evaluation techniques (exposed later in 6)

\(^3\) In what follows we take some lexical freedom from the actual SETL syntax.
\(^4\) \( S \text{ with } := z \) is the same as \( S := S \text{ with } z \); or equivalently: \( S := S \cup \{z\} \).
suppress the repetitive evaluation of \( f[\{Y \in \text{domain } f \mid Y \subseteq S\}] - S \) at each step in the iteration. Instead the value computed at the previous iteration step is used and updated. This results in a linear complexity, if one admits that associative accesses (e.g. membership tests) can be made in constant time. This is in theory possible with hashing techniques, but in practice, constant time is not uniformly achieved. Besides space complexity is essential in set oriented programming. Whence the selection of set representation according to an access analysis (see 7, 8) completes this optimization: the initial variables, as well as those introduced by the finite-differencing techniques are represented in such a way as to minimize the cost of associative accesses. The resulting complexity is then truly linear in both space and time.

Two other techniques, more classical, improve execution-time (by a constant factor): loop fusion and dead code elimination. These optimizations clean some of the useless or redundant code introduced by the transformational technique during the intermediate phases of code generation.

Together all these techniques enable the RAPTS system to generate many efficient algorithms from their specification. This has been illustrated with semantic analysis algorithms (flow-graph analysis) and with difficult graph algorithms, such as Hopcroft-Tarjan's graph Planarity Testing [Cai, 87]. The latest developments around RAPTS concern the resolution of systems of fixed-point equations and the recomputation of fixed-point after the modification of a parameter.

5. A rewrite operator on sets.

In [DaM, 86], Dahlhaus and Makowsky discuss in detail the choice of primitives in languages à la SETL. They propose as criteria for the basic primitives: complexity, independence and completeness (wrt. a semantic definition of computable functions over hereditarily finite sets). They present a language satisfying these criteria, a kind
of well-defined subset of SETL, with the same expressive power, using operators for: union, complement, pair construction, loop and parallel application on all the elements of a set.

[DaM, 86]'s criteria concern basic operators, i.e., the target language for algorithms generated by fixed-point specifications: The criteria which we retain for higher-level operators – i.e., at the specification language level – are completeness (the ability for expressing everything compactly with a few high-level operators only), correctness provability (in this respect, the while operator is far too general) and transformational derivability. This is why we have attempted to generalize the converge iteration

\[
\text{loop } X := h(X) \text{ until converge;}
\]

to non-monotone functions, i.e., functions which are neither monotone nor anti-monotone. Let us observe first of all, that this form of expression, although imperative, is sometimes more appropriate than the associated fixed-point expression (which is of a higher-level and may hide more information, e.g., arbitrary selections). Let us state informally our rationale: the set \( X \) in the iteration is not in general fully modified at each step. The converge loop attempts to capture the corrections being applied successively to the same set leading progressively to the result. It is this mechanism which we propose to generalize. Intuitively, instead of constructing the solution with successive additions to a set, one constructs a succession of local transformations which take us each time nearer to the solution. Element by element transformations being too limited, one will consider as transformations rewriting of part of the set.

More precisely let \( P \) and \( Q \) be set valued expressions with free variables. All the free variables of \( Q \) are also free in \( P \). We consider substitutions to the free variables of only terms without free variables. We write \( \sigma(P) \) the result of the substitution \( \sigma \) applied to \( P \).

Then, the elementary rewriting rewrite \( 0 \ (P \rightarrow Q) \) is applicable to \( S \) iff there is a substitution \( \sigma \) that satisfies:

- the matching condition: \( \sigma(P) \subseteq S \)
– and the change condition: not \( (\sigma(P) \subseteq \sigma(Q) \subseteq S) \)
I.e. a certain subset of \( S \) matches \( P \) and its replacement will modify \( S \).

The result of that elementary rewriting is:

\[
S = \sigma(P) \cup \sigma(Q)
\]

By the change condition, that result is necessarily different from \( S \).

For instance, rewrite \( 0(X \cup \{X, a\} \rightarrow X \cup \{a\}) \) – where \( X \) is a free variable – is applicable to \( \{c, d, b, e, \{b, c\}, a, f\} \) because the substitution \( X = \{b, c\} \) and the result is \( \{c, d, b, e, a, f\} \).

Then, the full rewrite operation repeats that elementary rewriting until it cannot be applied any more: for all part of \( S \), either it doesn’t match the pattern \( P \) or it violates the change condition.

We can define in SETL:

\[
\text{rewrite } (P \rightarrow Q) \text{ in } S
\]

to be

\[
\text{while } \exists X \subseteq S | C(X) \text{ and}
\]

\[
\text{not } (X \text{ subset } F(X)) \text{ or not } (F(X) \text{ subset } S)) \text{ do}
\]

\[
S := S - X \cup F(X);
\]

end while;

where \( C(X) \) corresponds to \( \exists \sigma | X = \sigma(P) \) and \( F(X) \) to \( \sigma(Q) \).

\textit{Rewrite} is non-deterministic: at any given moment, several parts of the set \( S \) may satisfy the match and the change conditions. Any one of those parts is selected for rewriting, and this is well reflected by the semantics of the SETL \( \exists \) operator.

Let us observe that a monotone iteration on a set \( S \) to a fixed-point of a function \( f \) may be written:

\[
\text{rewrite } (\{X\} \rightarrow \{f(X)\}) \text{ in } \{S\}
\]
The same iteration has the more interesting form:

\[ \text{rewrite } (X \to f(X)) \text{ in } S \]

which requires to apply non-deterministically the rewriting \( X \to f(X) \) to any part of \( S \) until stabilization; and, thanks to the monotonicity of \( f \), the final value will be the same as in the previous rewrite rule, independently of the order in which rewritings are applied. To this non-deterministic algorithm corresponds a family of deterministic algorithms, one of them being the naïve classic solution (the considered subpart is the whole set each time), the other ones explicitely using purely local transformations.

A kind of analogy can be found between the rewrite operator and some mechanisms in Artificial Intelligence systems which continuously re-interpret their data. As a matter of fact we have been influenced by the efforts towards extending term-rewriting to new objects, especially graphs, and also by the \( \Gamma \) combinator of Banatre and LeMetayer [BaL, 86] presented within the framework of an FP-like language working with multisets instead of sets. The use of multisets introduces important differences. For instance a modification of a part of a multiset implies a modification of the whole multiset; of course that is not the case for a set: for instance, substituting \( f(P) \) to \( P \) in \( S \) has no effect upon \( S \) if \( P \subseteq f(P) \subseteq S \). Some problem descriptions have a better fit with a multiset representation and some other ones with set representation.

Let us consider a few examples:

\[
(8) \quad \text{rewrite } ([a] \to []) \text{ in } S
\]

suppresses a from \( S \)

\[
(9) \quad \text{rewrite } ([] \to [a]) \text{ in } S
\]

adds a to \( S(5) \)

\[
(10) \quad \text{rewrite } ([X,Y] | X < Y \to [Y]) \text{ in } S
\]

\( (5) \) In that case, the rewriting is applied only once, since the change condition may be satisfied at most once.
given an ordering $<$ on $S$, this will construct a set containing as elements the $\text{max}_< S$. This algorithm is the least deterministic possible algorithm: it suppresses from $S$ any element for which a greater element is known to exist. Eventually, only the $\text{max}_< S$ elements are left.

The next example, inspired by an example in [BaL, 86], is the topological sort of a set $S$, according to a given map or binary relation $R$. We use here pairs or 2-uples with the usual set theoretic meaning: $[a, b]$ stands for $\{a, \{a, b\}\}$. $R$ is described as a set of pairs, e.g.: $\{[a, b], [c, a], \ldots\}$ means that rank of $b$ must be greater than rank of $a$, rank of $a$ than rank of $c$ etc... First of all let us consider an arbitrary enumeration function on sets $\text{enum} (S)$ which returns any given set $S$ as an enumeration, i.e. as a tuple, in any order. For instance: $\text{enum} (S) = [x : x \in S]$. The iterator semantics for $x \in S$ is that of the $\forall$ operator on sets, i.e. one of arbitrary selection at each iteration step. Instead of the tuple notation for unlimited lists we use the map notation:

$$t := [a, b, \ldots, g] \rightarrow t' := \{[1, a], [2, b], \ldots[#t, g]\}$$

which associates to each tuple element a pair made of the rank of the element and the element itself. Let $S'$ be an enumeration of $S$ under this form. The topological sort algorithm reads:

(assuming $[X, Y] \in R, [i, X] \in S', [j, Y] \in S'$)

$$\text{rewrite} (\{[X, Y], [i, X], [j, Y]|i > j\} \rightarrow$$

$$(11) \quad \{[X, Y], [j, X], [i, Y]\}) \text{ in } R \cup S'$$

The transitive closure algorithm (4) may then be written:

(12) \quad (\text{rewrite} (Y \text{ with } \{Y, D\} \rightarrow Y \cup D) \text{ in } X \cup f) - f$

where $f$ is considered a map, i.e. a set of pairs. In others words, in presence of its origin (the set $Y$), a functional dependency — more
precisely the corresponding singleton set – is rewritten into its target (the set $D$). From this specification one immediately sees that a functional dependency is only used once! This observation, important for efficiency, is not easily inferred from the expression in (4). It is relatively easy to show that both solutions identify the same set of attributes.

The rewrite operator aims at the definition of fixed-points of ordinary set functions – on finite sets – through local transformations. The rewrite operator allows the description of transitions among sets with a very high level formalism – still an operational description. As we have seen, a direct translation in SETL of such specifications is possible. In this context, it is naturally much more difficult to synthetize a rewriting algorithm from a specification that it is in the doubly monotone context of RAPTS. However the ensuing optimizations – e.g. finite-differencing, data structure selection – remain the same. These optimizations have been developed until now by Paige’s team to transform $SQ+$ specifications into efficient imperative programs executing on traditional – i.e non-parallel – machines. We are studying their adaptation to the rewrite context. We are also studying under what conditions it is possible to transform non-monotone rewrite operations into monotone fixed-point iterations.

6. Optimizing set computations-1: finite differencing.

Let us expose briefly the principles behind the finite-differencing optimization, one of the major techniques used in RAPTS [Pai, 84] [Pai, 87]. Let EXP be a set expression of high evaluation cost, repetitively evaluated in a given loop. Let $E$ be an auxiliary variable and consider maintaining the invariant $E = EXP$ whenever $EXP$ is evaluated. It will then be possible to replace the evaluation of $EXP$ by an access to the value stored in $E$. To maintain the invariant $E = EXP$ one has to:
– compute $EXP$ and assign its value to $E$ upon entering the loop

– propagate to $E$ any modification of a parameter of $EXP$ during the loop execution. This propagation takes the form of difference code for $EXP$ wrt. the parameter modification. An example will illustrate the process. Let us consider a program fragment (on the lhs) and its transform (on the rhs) which exhibits 2 invariants associated to the auxiliary variables $D$ and $E$:

\[
\begin{align*}
D & := \# \{ x \in A | K(x) \}; \\
E & := \{ x \in S | C(x) \text{ and } x \notin A \}; \\
(\text{while } \exists x \in S | C(x) \text{ and } x \notin A) & \quad (\text{while } \exists x \in E) \quad E \text{ less } := x; \\
A \text{ with } := x; & \quad A \text{ with } := x; \\
\text{print}(\# \{ x \in A | K(x) \}); & \quad \text{if } K(x) \text{ then } D+ := 1; \text{ end}; \\
\text{end}; & \quad \text{print}(D); \\
& \quad \text{end};
\end{align*}
\]

In italic we have displayed the code needed to maintain the two invariants. This transformation is an optimization only if the cumulated cost of executing the difference code is less than the cost of re-evaluating the expressions. In that case the expressions are considered differentiable wrt. the modifications. To that effect an evaluation of the asymptotic computing cost is performed, by induction on the structure of the expressions. This technique is applied to all the sub-expressions of a given complex expression: thus a cascade of maintenance code and invariants will be introduced. It should be stressed that in RAPTS the system transforms into a normal form all the considered expressions in order to exhibit a maximum number of differentiable subexpressions. In the attribute closure example (5) the sub-expression $Y \subseteq S$ of $f\{Y \in \text{domian } f | Y \subseteq S\} \setminus S$ will be rewritten: $\# \{ z \in Y | z \notin S \} = 0$. Thus the invariant $\# \{ z \in Y | z \notin S \}$ will be maintained for each $Y$ in domain $f$. Whence the propagation of the extensions of $S$ to the triggering of functional dependencies will be assured.

This technique could be used outside the program synthesis
context: the user may declare his intention of maintaining a variable equal to a given expression, within a given program region, and supplies the appropriate difference codes. The system will then insert the appropriate code in all the needed places [Pai, 86]. This is a fairly general and particularly powerful technique which was applied in a restricted form (strength reduction) in some compilers. Applications to the maintenance of views in databases are also possible [Pai, 84].

7. Optimizing set computations 2: data structure choice.

There are many possible representations for sets. This may be perceived as a disadvantage, since no a priori computer representation exists, unlike for lists. It has its advantages: it provides a great freedom of implementation which could yield in the end very different algorithms. A common default representation consists in a doubly linked list combined with a hash-table. The goals for an efficient representation are to minimize:

1 the systematic traversal of sets,
2 the cost of associative accesses (e.g. membership tests, access to the domain of a map for finding the range element $f(a)$ of a given map $f$)
3 data redundancy: storing only once values which are shared by several sets\(^6\)

The default representation satisfies goal 1, more or less goal 2 and absolutely not goal 3.

In order to get a good understanding of the data structure choice mechanism, a good classification of associative accesses is needed. The following example illustrates all the access patterns we are interested in:

\(^6\) the languages semantics is a copy-value semantics which entails practice may duplications of data values, e.g for each assignment $t := z$
syntactically detectable access patterns:

\[ \forall x \in S \ldots \quad \text{x retrieved from } S \]
\[ Q \text{ less := } x; \quad \text{x used to access } Q \]
\[ S \text{ less := } x; \quad \text{x used to re-access } S \]
\[ \text{if } x \in R \text{ and } x \notin T \quad \text{x used to access } R, T \]
\[ \text{then } T \text{ with:= } x; \quad \text{x added to } T \]
\[ \text{end if; } \]
\[ \text{end } \forall \]

In (14) \( S \) could be traversed like a list, and access to its elements is sequential(7). However access to \( Q, R, T \) should be at constant cost. This could be possible if the value \( x \) were stored at a location from which the value of the expressions: \( x \in Q, x \in R, x \in T \) could be directly computed without using \( x \) itself. The following organization of the data may satisfy these requirements:

\[
\begin{array}{cccc}
\text{values of elements of } B & Q & R & T \\
\hline
a & 1 & 0 & 0 \\
b & 0 & 1 & 0 \\
c & 0 & 1 & 1 \\
\vdots & \vdots & \vdots & \vdots
\end{array}
\]

(15)

\( B \), in the table (15), is a set which could be seen as the union \( S \cup Q \cup R \cup T \). The 1s and 0s on each row indicate whether the corresponding value is a member of the set indicated in the column. For instance the 1st row of (15) reads: \( a \in Q, a \notin R, a \notin T \). \( S \) could be a linked list of pointers to the appropriate elements of \( B \). \( B \) is called a base. Sets implemented as \( Q, R, T \) are called strongly based whereas \( S \) is known as weakly based.

A base is a union of sets exchanging data. Dynamic bases are bases whose set of stored values changes at execution-time. Dynamic bases have been found to have poor performances. Therefore RAPTS considers only static bases, i.e. made of elements all present in the input data of the program. Individual sets are modifiable, provided

---

(7) Ideally, as suggested in [DaM, 86], access to all the elements of \( S \) could be in parallel.
they take their elements from a fixed set of values determined at the end of the data input phase. Sets which could not be based will be implemented with the default implementation.

From an analysis of the set operations on a given (SETL, SQ+) program it is possible to determine the bases and the type of representation (weakly-, strongly-based) for the basic sets. Such a technique is partly integrated into the SETL optimizer [Fre, 83] which allow the user to define the bases for specific sets. A fully automated version associated with SQ+ has been designed. That version has been extended and reformulated as a type inference problem by one of the authors [Fac, 88], [CFHPS, 88] who implemented it in PROLOG. This is what will be discussed in the following section. We discuss first how we have used these techniques in the SED project.

The SED project is an ESPRIT project for experimenting software engineering, and specifically prototyping with SETL. A basic language environment for SETL [DDFJ, 87] has been build with MENTOR [DoKLMM, 83]: the SETL programs are represented as abstract syntax trees, annotated with type information; this type information is computed by a type inference system build with the help of TYPOL [Des, 86] [Kah, 87]. TYPOL is a language for specifying a program semantics as a syntax-directed pattern matching inference system. The pattern matching capability of TYPOL mixes MENTOR pattern matching in trees with PROLOG unification. Around this MENTOR-TYPOL kernel a number of tools have been constructed. Among these, an adaptation of RAPTS and a fully operational, yet non-optimized SETL-to-Ada translation system [Dob G, 87]. A natural objective consists in optimizing the Ada generated code. The data structure scheme we have exposed has proved quite effective on SETL programs as well as on Ada programs representing the translation of SETL programs. A hand simulation of the proposed data-structure selection method combined with effective performance measurements [CFHPS, 88] has confirmed the importance of such an optimization in the SETL to Ada translator.

It will be shown later that data structure choice as exposed in 7
could be seen as an extension of type inference to an extended type model, provided a special kind of sub-typing discipline is exercised. In the SED case, the type inference system for SETL described in [DDFJ, 87] was used as the starting point. Unlike the type and data structure determination system for $SQ^+$, the type determination for full SETL programs may only provide approximate results, because the weak typing. This is why it is expected that data structure choice considered as an extension of the type-finder for SETL would be less refined than for $SQ^+$. At the present time this facility is under development in the SED environment.

8. Inferencing representations for sets.

The algorithms developed until now (e.g. [Fre, 83]) for determining the bases and the associated set representations use a value-flow analysis, quite different from – but still in the same spirit as – classical data flow analysis: these algorithms compute all the relations among variables, e.g.: adding $X$ to $S$, testing for the membership of $X$ in $S$, etc. Starting from these relations, these algorithms compute the bases in a succession of merge operations: informally, as soon as two sets communicate, they merge their bases.

We have formalized this problem [Fac, 88] [CFHPS, 88] in Natural Semantics, a formalism originating with the work of Plotkin [Plo, 81] which was developed at INRIA with the TYPOL language. Its root principle is the construction of a formal system in the style of Gentzen's natural deduction. This system axiomatizes the relations which should hold between syntactic objects, here $SQ^+$ (or SETL) abstract syntax trees and the semantic values, here the properties of bases. The system must generate sequents of the form $E| - P : V$ meaning: under the hypothesis $E$, or, in the environment $E$, $P$ has semantic value $V$. These sequents are generated by inference rules, constituting a systematic induction on the abstract syntax. E.g. a
simple type inference rule for SQ+ reads:

\[
\frac{E 
\vdash \mathbf{X} : T \quad E 
\vdash S \ : \ \text{set}(T)}{E 
\vdash \mathbf{X} \in S \ : \ \text{bool}}
\]

(16)

Rule (16) formalizes the following: if, with the hypothesis \( E \) on types, it is possible to prove that the expression \( \mathbf{X} \) is of type \( T \), and that \( S \) is of type set \( (T) \), then, under the same hypothesis it is possible to conclude that the boolean operation \( \mathbf{X} \in S \) is well typed with type boolean.

Conversely the proof that a given SQ+ expression is well typed in an unknown «environment» \( E \), will intanciate \( E \) to a set of assertions on the variables types. A type inference for SQ+ and another for SETL have been been designed in this way.

A very fruitfull idea consists in reducing the computation of bases to a type inference problem. We consider bases expressions comparable to type expressions, using variables for unknown bases, and we build a formal system allowing a constructive proof that a given program is well-based. This proof will supply, in the end, the bases and the representation as an association between identifiers and base expressions. Among such associations there will be terms like:

\[
\begin{align*}
S & : \text{set}(B) & S \text{ is a set based upon } B \\
X & : B & X \text{ is an element of the base } B
\end{align*}
\]

An essential property is the

\textit{subtyping rule #1:}

(17a) if both, a base and a type expressions can be proved for the same \( X \):

\[
X : B, \ X : t \text{ (e.g } X : \text{integer)}
\]

then, under the strong typing hypothesis\(^8\), any element of the base \( B \) has type \( t \) (e.g. integer), i.e. the sub-type relation

\[
B \leq t \text{ (e.g. } B \leq \text{integer)}
\]

\( ^8 \) The strong typing hypothesis implies the homogeneous character of a base: all the elements of a given base have the same representation.
holds.

A contrario, if one proves that $X : t$ (e.g. $X : \text{integer}$) holds but no relation of the kind $X : B$, the $X$ will be of type $t$ (e.g. integer) but not a member of a base. This will be the case if $X$ is a value created from the evaluation of an expression (see below the example (18) with an addition expression) since we have excluded dynamic bases.

Similarly $S : B1$ $S : \text{set}(B2)$ means that $S$ is an element of the base $B1$ and also that $S$ is based upon $B2$. Thus all the elements of $B1$ are based upon $B2$. This is again a subtype property: $B1 \leq \text{set}(B2)$. Usually the notion of subtype is used to model type conversions and coercion rules or inheritance properties. The only aspect which is relevant to our subtyping is the:

\textit{subtyping rule \#2:}

\begin{equation}
\frac{\text{ENV} \models EXP : t1 \text{ ENV} \models EXP : t1 \leq t2}{\text{ENV} \models EXP : t2}
\end{equation}

meaning that if an expression must be of a given base or type $t2$, in the context associated to the set of constraints («environment») $\text{ENV}$, then every sub-type $t1$ of $t2$ is also acceptable.

This rule is actually present in our system, and states that it is possible to abandon a base and still get a correct (less refined) basing. In fact the «finest» type model corresponds to a partition of sets into the smallest possible bases, the «coarsest» model to a simple type inference without bases. By adding rule (17) to a classical type inference system for a strongly typed version of $SQ+$, one expresses base inference (without the selection between strongly and weakly based) as the «finest» type model in the new system. For instance, rule (16) remains valid if $T$ denotes a base. It has as new interpretation, that $X$ is an element of the base upon which $S$ is based. However let us consider the typing rule:

\begin{equation}
\frac{\text{ENV} \models X : \text{integer} \text{ ENV} \models Y : \text{integer}}{\text{ENV} \models X + Y : \text{integer}}
\end{equation}

If $X$ and $Y$ are elements of an integer base $B$ then $X : \text{integer}$, $Y : \text{integer}$ will result from $X : B$, $Y : B$, $B \leq \text{integer}$, according to
(17b). However, for \( X + Y \) no rule will guarantee that \( X + Y : B \). If for instance this expression is assigned to a variable \( Z \), then the assignment rule will force the type of \( Z \) to integer: it's value being computed \( Z \) cannot be a base element. Furthermore, the rule for expressing the constraints on inserting an element into a set will entail that a set containing \( Z \) as element cannot be based.

It is interesting to note that this kind of interaction information is implicitly computed by a simple type inference system but is rejected in the final type determination because of constants in type expressions. Here is an example: given sets \( S \) and \( T \), let us assume that one has determined that \( S \) is of type set (integer) and that because of interactions between \( S \) and \( T \), \( T \) has the same type as \( S \), then type inference will infer:

\[
\text{type}(S) = \text{type}(T) = \text{set}(\text{integer}).
\]

However, if the type of \( S \) and that of \( T \) have been established independently of one another to be, in both case, set(integer), then type inference will infer (19) too. But in the first case (19) means:

\[
S : \text{set}(B), T : \text{set}(B), B \leq \text{integer}
\]

whereas in the second case:

\[
S : \text{set}(B1), T : \text{set}(B2), B1 \leq \text{integer} B2 \leq \text{integer}
\]

The rule to keep the information about type is a reformulation of sub-typing rule #1 (17a): to infer \( S : t \) it suffices to infer \( S : B \) for some \( B \leq t \). An equality between subtypes will be generated only if the corresponding sets are interacting.

This notion of sub-types has allowed us to use the same framework for computing several relations among bases which were not accounted for in the usual base determination algorithms.

We have implemented this system in PROLOG, working directly on the \( SQ^+ \) abstract syntax terms. The main difficulty was to obtain
a deterministic system computing the bases directly from the formal inference system — for which these bases were just one of the possible solutions. We succeeded essentially by adding two rules derived from the system and by ordering the clauses correctly. The resulting PROLOG program then generates as first solution the finest possible model, then solutions with fewer and fewer bases, until it produces the coarsest solution, corresponding to «pure» type inferencing and no bases. Base merging corresponds in this program to PROLOG unification. The rules are somewhat more complex for the exact representations (i.e. strongly- or weakly- based sets), but they have been designed in the same style by refining the preceding rules.

A version of this base inferencing system implemented in SETL, using specific pattern matching in trees instead of PROLOG, will be incorporated to RAPTS.

As explained in 7 a TYPOL version of this system, but for full SETL instead of SQ+ is being implemented, using as starting point the type-finder for SETL developed for the SED project. Subtyping rule #2 guarantees correctness even with our approximate handling of type-finding. This will eventually support a corresponding optimization of the SETL-to-Ada translation.

9. Conclusion.

The set oriented notations present essential qualities for programming. They correspond to a widespread formalism with rigorous and well known foundations. If such notations become executable they become a formidable tool for prototyping. Their importance increases with the new data models, able to take into account set oriented objects.

To achieve a real programming tool, with acceptable performance, without limiting the spectrum of set oriented constructs and operations, deep transformations and optimizations are required.
We have presented some of those. They aim at the production of efficient imperative code from very high level specifications. Other approaches are possible, and some of the exposed techniques could probably be applied in other contexts. The initial results are extremely encouraging, and automatically generated code from specification has been demonstrated to be as efficient in some complex cases as carefully hand crafted programs.

It is probable that the development of this kind of work will stimulate the use of set oriented operators in programming languages.
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