
LE MATEMATICHE
Vol. LXVII (2012) – Fasc. I, pp. 161–182
doi: 10.4418/2012.67.1.14

THE CONES OF HILBERT FUNCTIONS OF SQUAREFREE
MODULES

C. BERTONE - D. H. NGUYEN - K. VORWERK

In this paper, we study different generalizations of the notion of square
freeness for ideals to the more general case of modules. We describe the
cones of Hilbert functions for squarefree modules in general and those
generated in degree zero. We give their extremal rays and defining in-
equalities. For squarefree modules generated in degree zero, we compare
the defining inequalities of that cone with the classical Kruskal-Katona
bound, also asymptotically.

1. Introduction

Squarefree monomial ideals and Stanley-Reisner rings have been intensively
studied, because of their applications in many fields of combinatorics. It is quite
natural to ask for a suitable generalization of the concept of squarefreeness to
modules.
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In Section 3, we focus on different possible definitions of squarefreeness
for modules over the polynomial ring S = k[x1, . . . ,xn] with the standard Nn-
grading. While one of these definitions (cf. Definition 3.1) is in literature,
the other ones are quite natural extension of properties of monomial squarefree
ideals. We show that, eventually under some hypothesis on the degree of the
generators of the module, these definitions turn out to be equivalent.

Recently, Boij and Söderberg [2] studied the cone of Betti diagrams of
graded Cohen-Macaulay modules and conjectured that its extremal rays are
given by Betti diagrams of pure resolutions which then was proved by Eisenbud
and Schreyer [4]. This relates to the study of cones of Hilbert functions as it has
been done for Artinian graded S-modules or modules of fixed dimension with a
prescribed Hilbert polynomial [1].

With those results as our motivation, we investigate the cone of Hilbert func-
tion of squarefree modules in Section 4. We determine both the extremal rays
and the defining inequalities of the cone of Hilbert functions of squarefree mod-
ules in Section 4.1.

Then, we restrict to the class of squarefree modules generated in degree zero
in Section 4.2. This case can be reduced to Hilbert functions of Stanley-Reisner
rings using Gröbner bases. Again, we describe the extremal rays and defining
inequalities of the cone of Hilbert functions of those modules.

The defining inequalities in this last case give a linear bound on the growth
of the Hilbert function of a Stanley-Reisner ring. In Section 5, we compare
this bound to the non-linear but optimal bound given by the Kruskal-Katona
Theorem. We compute the maximal difference among the two bounds for a
fixed number of variables n and a fixed d-th entry of the f -vector.

Finally, in Section 6, we study limits of those differences.

2. Notation

We start fixing some notations that we will use throughout the paper.
We write [n] = {1, . . . ,n}. A vector a=(a1, . . . ,an)∈Nn is called squarefree

if 0≤ ai ≤ 1 for i∈ [n]. We set |a|= a1+ · · ·+an. The support of a is supp(a) =
{i | ai 6= 0} ⊆ [n]. Frequently, we will identify the squarefree vector a and its
support F = supp(a).

Let k be a field, S = k[x1, . . . ,xn] is the symmetric algebra in n indetermi-
nates over k. Also, m= (x1, . . . ,xn) is the graded maximal ideal of S. We denote
by xa the monomial xa1

1 · · ·xan
n with a = (a1, . . . ,an). The symmetric algebra S

has a natural Nn-grading given by degxk
xa = ak for k ∈ [n].

Denote by Λ the standard graded exterior algebra in n variables over k.
This is a graded associative algebra over k. It is not commutative but skew-
commutative in the sense that ab = (−1)degadegbba for homogeneous elements



THE CONES OF HILBERT FUNCTIONS OF SQUAREFREE MODULES 163

a,b ∈ Λ and a2 = 0 if a is homogeneous of odd degree. Λ has the same natural
Nn-grading as S.

By a Λ-module M we mean a finitely generated graded left Λ-module which
is also a right Λ-module so that the actions of Λ satisfy: am = (−1)degadegmma
for all homogeneous elements a ∈ Λ,m ∈M.

For an element u of an Nn-graded vector space M = ⊕a∈NnMa, we write
deg(u) = a if u ∈Ma. We set supp(u) = supp(deg(u)) and |u|= |deg(u)|.

Consider a finitely generated Nn-graded module M over S or Λ. We denote
its minimal free Nn-graded resolution as

0←−M
φ0←− F0

φ1←− F1
φ2←− ·· · φr←− Fr←− 0.

Furthermore, let Ai be the matrix of the map φi.
Given an Nn-graded module M over S or Λ, the Nn-graded (or fine) Hilbert

function of M is given by

HM(a) = dimk Ma for a ∈ Nn

and its Nn-graded (or fine) Hilbert series is

H(M, t) = ∑
a∈Nn

HM(a)ta

as a power series in Z[[t1, . . . , tn]].
Similarly, the N-graded (or coarse) versions of the Hilbert function and the

Hilbert series are

HM(i) = dimk Mi for i ∈ N and H(M, t) = ∑
i∈N

HM(i)t i

where Mi =
⊕

a∈Nn,|a|=n Ma.
For general graded modules, it is natural to allow also negative degrees.

However, this paper considers squarefree modules which makes sense only with
all components in non-negative degrees.

3. Squarefree S-modules

The most common definition of a squarefree module in the literature is the fol-
lowing.

Definition 3.1 (Yanagawa, [6]). A finitely generated Nn-graded S-module M =
⊕a∈NnMa is called squarefree if the multiplication map Ma

xi→Ma+ei is a bijec-
tion for every i ∈ supp(a).
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Example 3.2. Canonical examples of squarefree S-modules arise from simpli-
cial complexes. For a simplicial complex ∆ on n vertices, the Stanley-Reisner
ideal I∆ and the Stanley-Reisner ring k[∆] = S/I∆ are squarefree modules.

Also, a graded free module S(−F) for F ⊆ [n] is squarefree. In particular,
the Zn-graded canonical module of S, ωS = S(−1), is squarefree where 1 =
(1, . . . ,1).

This definition of squarefreeness of an S-module M turns out to be equiva-
lent to certain properties of the minimal free resolution and the generators of M
which might be easier to check.

Definition 3.3. Let M be an Nn-graded finitely generated S-module with mini-
mal resolution

0←−M
φ0←− F0

φ1←− F1
φ2←− ·· · φr←− Fr←− 0.

We say that M satisfies:

• condition (F) if Fi is generated in squarefree degrees for all i = 0, . . . ,r,

• condition (F1) if F1 is generated in squarefree degrees,

• condition (φ) if the matrices Ai corresponding to the maps φi have square-
free entries for all i = 0, . . . ,r.

We will show that the various conditions in Definition 3.3 are satisfied for
all squarefree modules. Furthermore, each condition possibly together with an
assumption on the degrees of the generators of M implies squarefreeness.

Proposition 3.4. A finitely generated Nn-graded S-module M is squarefree if
and only if it satisfies condition (F).

Proof. It is shown in ([6, Corollary 2.4]) that squarefree modules have square-
free i-th syzygies for all i. This shows that (F) is satisfied for squarefree M.

Assume that M satisfies condition (F). As stated in ([6, Lemma 2.3]), coker-
nels of homogenous maps between squarefree modules are squarefree and thus
generated in squarefree degrees. As indicated in Example 3.2, graded free mod-
ules are squarefree if and only if their shifts are {0,1}-vectors. This implies that
M is squarefree.

Lemma 3.5. Assume that in the minimal free resolution of M, the free mod-
ule Fi−1 has squarefree generators and Ai has squarefree entries. Then Fi is
generated in squarefree degrees.
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Proof. Assume that Fi−1 = ⊕ jSe j is generated in squarefree degrees dege j ∈
{0,1}n and furthermore, that some homogeneous generator f of Fi has non-
squarefree degree deg f . Then degxk

f ≥ 2 for some k ∈ [n]. We apply the
differential map by multiplying with the squarefree matrix Ai and get that

f 7→∑
j

a je j

where all a j are squarefree monomials. Because degxk
f = degxk

a j + degxk
e j

for all j and both a j and e j are in squarefree degrees, we find that degxk
a j = 1

for all j where a j 6= 0. Thus, we can define

b j =

{
a j/xk a j 6= 0
0 a j = 0

Since we have a free resolution, ∑ j a je j belongs to kerAi−1. This implies
that xk ∑ j b je j belongs to ker(Ai−1) and because Fi−1 is free, also ∑ j b je j ∈
ker(Ai−1) = im(Ai). So we can write ∑ j b je j = Ai(g) for some g ∈ Fi. In partic-
ular, f − xkg ∈ ker(Ai) and thus f − xkg ∈ im(Ai+1) which is a contradiction to
the minimality of the resolution.

Proposition 3.6. A finitely generated Nn-graded S-module M which is gener-
ated in squarefree degrees satisfies (F1) if and only if it satisfies condition (F).

Proof. Clearly, condition (F) implies condition (F1) even without the additional
assumption on the generators of M.

Vice versa, let M be generated in squarefree degrees, then F0 has square-
free generators. Since F1 is squarefree by assumption, the entries of A1 are
squarefree. Again, ker(A1) = im(A2) is kernel of a homogenous map between
squarefree modules and thus generated in squarefree degree ([6, Lemma 2.3]).
So the entries of A2 must be squarefree. To prove that F2 has squarefree gener-
ators, we apply Lemma 3.5. Iterating these arguments, we find that M satiesfies
condition (F).

Proposition 3.7. A finitely generated Nn-graded S-module M satisfying condi-
tion (F) also satisfies condition (φ ). The converse is true if M is generated in
squarefree degrees.

Proof. If M satisfies condition (F), then it satisfies condition (φ) because the
degrees of the entries of the j-th column of the matrix Ai are componentwise
bounded by the degree of the j-th generator of Fi+1.

Vice versa, let (φ ) be satisfied. We prove that Fi is generated in squarefree
degrees by induction on i ≥ 0. Because M is generated in squarefree degrees,
then F0 is generated in squarefree degrees. The inductive step is Lemma 3.5.
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We summarize the equivalences among the conditions.

Theorem 3.8. Given M an finitely generated Nn-graded S-module.

M is squarefree⇔ M satisfies condition (F)
⇒ M satisfies conditions (F1) and (φ ).

If M is generated in squarefree degrees, then this changes to:

M is squarefree⇔ M satisfies condition (F)
⇔ M satisfies conditions (F1)⇔ M satisfies condition (φ ).

4. Cones of Hilbert functions of squarefree S- and Λ-modules

Consider the family of finitely generated squarefree S- or Λ-modules, or possi-
bly a subfamily defined by some extra property. The set of all (coarsely graded)
Hilbert functions of modules in that family forms a semigroup in the infinite-
dimensional space of non-negative integer sequences NN, that means it is closed
under addition and multiplication with natural numbers. We will consider the
cone that is spanned by this set in RN and call this the cone of Hilbert functions
of squarefree modules. It is a finite-dimensional cone in RN which makes it
possible for us to describe its defining inequalities and extremal rays.

Similarly, the set of Hilbert series of squarefree modules spans a finite-
dimensional cone in R[[t]] which we call the cone of Hilbert series of squarefree
modules.

The goal of this section is to show that the cones of Hilbert functions of
squarefree S-modules and of Λ-modules are simplicial. We also describe their
extremal rays and give their defining inequalities.

4.1. Squarefree S-modules

In this section, we describe the cone of Hilbert functions of squarefree mod-
ules M. We want to find a family of squarefree modules M` such that for any
squarefree module M, it holds that

HM(t) = ∑α` HM`
(t)

with α` ≥ 0.
It turns out to be easier to work with the Hilbert series of M as we will see

below.

Lemma 4.1. If M is squarefree, then Ma ∼= Msupp(a) for all a∈Nn. In particular,
dimk Ma depends only on supp(a).
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Proof. By definition there is a bijection between Ma and Ma+ei for all ei ∈
supp(a) and thus Ma ∼= Ma+b for all b ∈ Nn with supp(b) ⊆ supp(a). But
a = supp(a) + b where supp(b) ⊆ supp(a), so Ma ∼= Msupp(a) for all a ∈ Nn

follows. In particular, this implies that dimk Ma = dimk Msupp(a).

Proposition 4.2. The fine graded Hilbert series of a squarefree module M is
given by

H(M, t) = ∑
σ⊆[n]

dimk Mσ ∏
i∈σ

ti
1− ti

.

Proof. Using Lemma 4.1, we compute that

H(M, t) = ∑
a∈Nn

dimk Ma ta =

= ∑
σ⊆[n]

dimk Mσ ∑
a∈Nn

supp(a)=σ

ta = ∑
σ⊆[n]

dimk Mσ ∏
i∈σ

ti
1− ti

.

Corollary 4.3. The N-graded Hilbert series of a squarefree S-module M is given
by

H(M, t) = ∑
σ⊆[n]

dimk Mσ

t |σ |

(1− t)|σ |
.

Looking at the proof of Proposition 4.2, it is natural to consider modules
generated in one squarefree degree only.

Definition 4.4. For any 0≤ `≤ n, define the squarefree module

N` =
⊕
a∈Nn

supp(a)=[`]

Na,

where Na ∼= k for all a ∈ Nn with supp(a) = [`].

Observe that the coarse graded Hilbert series of N` is

H(N`, t) = t`/(1− t)`. (1)

Theorem 4.5. For any squarefree module M, we get

H(M, t) = ∑
σ⊆[n]

dimk Mσ H(N|σ |, t). (2)

In particular, the cone of Hilbert series of squarefree modules is simplicial and
its extremal rays are the Hilbert series H(N`, t) for 0≤ `≤ n.
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Proof. Equation (2) follows directly from Corollary 4.3 and Equation (1). We
observe that it can be written as

H(M, t) = ∑
0≤`≤n

α` H(N`, t).

where α` = ∑σ⊆[n],|σ |=` dimk Mσ ≥ 0. We check that the Hilbert series H(N`, t)
for 0≤ `≤ n are linearly independent.

Corollary 4.6. The cone of Hilbert functions of squarefree modules M has the
following n+1 defining inequalitites

HM(i)≥
i−1

∑
j=0

(−1)i+ j−1
(

i
j

)
HM( j), (3)

where i = 0, . . . ,n.

Proof. We consider the linear system of n+1 equations

HM(i) =
i

∑
j=0

α j

(
i
j

)
, 0≤ i≤ n,

where

α j = ∑
σ⊆[n],|σ |= j

dimk Mσ

is the coefficient of H(N j, t) in Equation (2). We invert the (n+ 1)× (n+ 1)-
matrix whose entries are

( i
j

)
for 0≤ i, j,≤ n and get

αi =
i

∑
j=0

(−1)i+ j
(

i
j

)
HM( j), 0≤ i≤ n.

We use that αi ≥ 0 and we conclude that

HM(i)≥
i−1

∑
j=0

(−1)i+ j
(

i
j

)
HM( j).

Example 4.7. Consider the monomial squarefree ideal I = (xy,xzt,yt) in the
polynomial ring k[x,y,z, t]. As shown in Theorem 4.5, we can write the Hilbert



THE CONES OF HILBERT FUNCTIONS OF SQUAREFREE MODULES 169

series of I as

H(I, t) = ∑
σ⊆[n]

dimk Iσ H(N|σ |, t)

= (dimk Ixy +dimk Iyt)
t2

(1− t)2

+(dimk Ixyz +dimk Ixyt +dimk Ixzt +dimk Iyzt)
t3

(1− t)3

+dimk Ixyzt
t4

(1− t)4

= 2
t2

(1− t)2 +4
t3

(1− t)3 +
t4

(1− t)4 .

It is easy to check that for every j = 0, . . . ,4, the Hilbert function HI( j)
satisfies Inequality (3) of Corollary 4.6.

4.2. Squarefree S-modules generated in degree zero

In this section, we restrict our attention to squarefree modules generated in de-
gree zero. It turns out that their Hilbert functions are closely related to Hilbert
functions of Stanley-Reisner rings.

First, we recall some of the theory of initial ideals for S-modules. For that,
let M be a quotient of a free Nn-graded S-module with an Nn-graded submodule
N whose generators are all in squarefree degrees:

M = Sk/N.

Write
Sk = Se1⊕ . . .⊕Sek

where degei = 0 for all i ∈ [k].

Definition 4.8. The lexicographic monomial order on monomials of Sk is de-
fined by

xaei < xbe j, if j < i or j = i and xa <lex xb

where <lex denotes the usual lexicographical order on monomials of S.

As usual, we can define the initial form of an element of a graded submodule
N of Sk and the initial module in(N) of N. For details, we refer to Eisenbud [3,
Chapter 15].

Proposition 4.9 ([3, Theorem 15.26]). Given an Nn-graded submodule N of Sk,
then M = Sk/N and M′ = Sk/ in(N) have the same Hilbert function.
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Proposition 4.9 allows us to consider the initial module in(N) instead of a
submodule N. Such initial modules have a very special form if N is generated
in squarefree degrees.

Proposition 4.10. Given an Nn-graded submodule N of Sk that is generated in
squarefree degrees, then in(N) with respect to the term order of Definition 4.8
is an Nn-graded submodule of Sk of the form I1⊕ . . .⊕ Ik where each ideal I j is
monomial and generated in squarefree degrees.

Proof. The lexicographic order of Definition 4.8 only allows monomial terms
of the form mei, where x is a monomial in S, as initial terms. Thus, in(N) is of
the form

I1⊕·· ·⊕ Ik

where I1, . . . , Ik are monomial ideals. The generators of each ideal I j are square-
free because each element added to the set of generators during Buchberger’s
algorithm [3, Algorithm 15.9] is homogeneous and squarefree.

Example 4.11. We consider S = k[x,y,z] with the fine grading and the module
S3/M, where M is generated by the homogeneous elements g1 = (xy,−xy,0),
g2 = (2yz,0,2yz),g3 = (0,xyz,xyz),g4 = (2xz,−xz,xz). Using the term order of
Definition 4.8, we can compute the reduced Gröbner basis of M, obtaining:

{g1, g2, g4, g5, g6}, with g5 = (0,xyz,0), g6 = (0,0,xyz).

The initial ideal of M is generated by

(xy,0,0), (yz,0,0), (xz,0,0), (0,xyz,0), (0,0,xyz).

Corollary 4.12. The cone of Hilbert functions of squarefree S-modules that are
generated in degree zero is equal to the cone of Hilbert functions of Stanley-
Reisner rings over S.

This motivates to study the cone of Hilbert functions Stanley-Reisner rings.
We find that its extremal rays are Hilbert functions of modules similar to those
chosen in Definition 4.4.

Definition 4.13. For any 0≤ `≤ n, define the simplicial complex

∆` = {σ ⊆ [n] : |σ | ≤ `}

which is the (`−1)-dimensional skeleton of the full simplex on vertex set [n].
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Using [5, Theorem 1.4], we compute the N-graded Hilbert series of k[∆`] as

H(k[∆`], t) =
`

∑
i=0

fi−1(∆`)
t i

(1− t)i =
`

∑
i=0

(
n
i

)
t i

(1− t)i

where fi−1(∆`) =
(n

i

)
is the number of (i−1)-dimensional faces of ∆`.

Proposition 4.14. For any simplicial complex ∆ on n vertices, the Hilbert series
H(k[∆], t) can be written as

H(k[∆], t) =
n

∑
`=0

α` H(k[∆`], t) (4)

where
α` =

f`−1(n
`

) − f`( n
`+1

) , (5)

with the convention that fn

( n
n+1)

= 0.

Proof. If ( f−1, . . . , fn−1) is the f -vector of ∆, then its Hilbert series is

H(k[∆], t) =
n

∑
i=0

fi−1
t i

(1− t)i .

In order to satisfy Equation (4), the numbers α` have to solve the following
system of linear equations

fi−1 =

(
n
i

) n

∑
`=i

α`, i = 0, . . . ,n. (6)

The solutions of this system are exactly

α` =
f`−1(n
`

) − f`( n
`+1

) , j = 0, . . . ,n.

Corollary 4.15. The Hilbert functions Hk[∆`] for `= 0, . . . ,n form the extremal
rays of the cone of Hilbert functions of Stanley-Reisner rings over S.

Proof. Observe that the condition of the numbers αi as defined in (5) to be non-
negative, is equivalent to the inequality

(n− i) fi−1

i+1
≥ fi.

We claim that this inequality always holds for a simplicial complex. This can
be seen by a double-counting argument: Indeed, each (i−1)-dimensional face
of ∆ is contained in at most (n− i) faces of dimension i, so the left-hand side
bounds above the number of i-dimensional faces.

We also see that the Hilbert series H(k[∆`], t) for ` = 0, . . . ,n, are linearly
independent.
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Corollary 4.16. The defining inequalities of the cone of Hilbert functions of
Stanley-Reisner rings over S vertices are given by

HM(k+1)≤
k

∑
i=1

(−1)i+k
(

k−1
i−1

)(
k(k+1)
k− i+1

+n− k
)

HM(i) (7)

Proof. Using [5, Theorem 1.4], we have for every ∆

H∆(i) =
i−1

∑
j=0

f j

(
i−1

j

)
Considering i = 0, . . . ,n, we get the inverse equalities

f j =
j+1

∑
i=1

(−1)(i+ j+1)
(

j
i−1

)
H∆(i)

We substitute this expression in inequality (5) and obtain the result.

Example 4.17. Consider the polynomial ring S = k[x,y,z, t] and the Stanley
Reisner ring k[∆] = S/I∆, with I∆ = (xy,xzt,yt). The f -vector of ∆ is in this case
(1,4,4,0,0). Using Proposition 4.14, we write the Hilbert series of k[∆] as a
combination of the Hilbert series of k[∆`] for `= 0, . . . ,3.

H(k[∆], t) =
3

∑
i=0

α`H(k[∆`], t) =
1
2

H(k[∆1], t)+
1
2

H(k[∆2], t).

We see that the inequalities (7) of Corollary 4.16 are satisfied.

4.3. Λ-modules generated in degree zero

We can generalize the result of Proposition 4.14 and Corollaries 4.15 and 4.16
to the more general setting of Λ-modules.

Let M be a Λ-module that is finitely generated in degree zero. In a similar
way as in Section 4.2, we find that the Hilbert function of M is equal to the
Hilbert function of a Λ-module M′ that is generated in degree zero and has the
form

M′ =
k⊕

j=1

Λ/I j

where all I j are monomial ideals in Λ.
However, each Λ-module M of the form M = Λ/I, where I is a monomial

ideal, can be identified with a simplicial complex ∆ such that

HM(i) = dimk (Λ/I j)i = fi−1
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where ( f−1, f0, . . . , fn−1) is the f -vector of ∆. Conversely, for each simplicial
complex ∆, we can define a Λ-module M that is finitely generated in degree
zero and that satisfies HM(i) = fi−1 for each 0 ≤ i < n. As we already saw in
the proof of Corollary 4.15, this implies the following corollary.

Corollary 4.18. The cone of Hilbert functions of Λ-modules that are finitely
generated in degree zero is simplicial and its defining inequalities are given by

HM(i+1)( n
i+1

) ≤ HM(i)(n
i

) (8)

for 0≤ i < n.

5. Comparison between linear and non-linear bounds

In Section 4.2 we found the defining linear inequalities (8) of the cone of Hilbert
functions of a Λ-modules that are finitely generated in degree zero. This is true
because the Hilbert functions HM(·) are basically identical to sums of f -vectors
of simplicial complexes.

Throughout this section, we will write

λd = HM(d)

for a given Λ-module M and for d ≥ 0.
However, for simplicial complexes and thus Λ-modules M generated in de-

gree zero, there are the (non-linear) Kruskal-Katona inequalities.
Given two positive integers λ and d, there is a unique way to expand λ as a sum
of binomial coefficients

λ =

(
kd

d

)
+

(
kd−1

d−1

)
+ . . .+

(
k2

2

)
+

(
k1

1

)
where kd > kd−1 > .. . > k2 > k1 ≥ 0. We define

λ
[d] =

(
kd

d +1

)
+

(
kd−1

d

)
+ . . .+

(
k j

j+1

)
.

In terms of λd , the Kruskal-Katona inequalities state that

λd+1 ≤ λ
[d]
d

for 0≤ d < n.
For every given λd ≤

(n
d

)
there is a lex-segment ideal I in Λ which satisfies

the Kruskal-Katona bound with equality. Thus, the linear bound will always be
larger or equal to the Kruskal-Katona bound.
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In this section, we investigate for which λd the non-negative difference

1(n
d

)λd−
1( n

d+1

)λ
[d]
d (9)

gets maximal.

Figure 1: Comparison between the Kruskal-Katona bound and the linear bound
for n = 11, d = 2

Definition 5.1. For 0≤ λ ≤
(n

d

)
, define

δn,d(λ ) =
1(n
d

)λ − 1( n
d+1

)λ
[d]

to be the difference between the linear bound and the Kruskal-Katona bound for
λ and define

δ n,d = max
0≤λ≤(n

d)
δn,d(λ )

to be the maximal difference for fixed n and d.

We assume n to be fixed throughout this section and write δd and δ d instead
of δn,d respectively δ n,d . In the next section, we will vary n and use the notation
δn,d instead.

We will compute for which λ this maximal difference is achieved. As
should be expected, the nature of the function λ [d] plays an important role.
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Lemma 5.2. Fix some kd , . . . ,k1 with kd > .. . > k1 ≥ 0 and fix some i ∈ [d].
Define

λ (k) =
(

kd

d

)
+ . . .+

(
ki+1

i+1

)
+

(
k
i

)
+

(
ki−1

i−1

)
+ . . .+

(
k1

1

)
Then the maximum value of δd(λ (k)) depending on k is achieved if

k =
⌊

i(n+1)
d +1

⌋
or k =

⌈
i(n+1)

d +1
−1
⌉
.

Proof. Certainly, if δd(λ (k)) is maximal among all k, then δd(λ (k))≥ δd(λ (k−
1)) and δd(λ (k)) ≥ δd(λ (k + 1). We investigate for which k this is satisfied.
Assume δd(λ (k))≥ δd(λ (k−1)). We compute

0 ≤ δd(λ (k))−δd(λ (k−1))

=
1(n
d

)λ (k)− 1( n
d+1

)λ (k)[d]−

(
1(n
d

)λ (k−1)− 1( n
d+1

)λ (k−1)[d]
)

=
1(n
d

) (λ (k)−λ (k−1))− 1( n
d+1

) (λ (k)[d]−λ (k−1)[d]
)

=
1(n
d

) ((k
i

)
−
(

k−1
i

))
− 1( n

d+1

) (( k
i+1

)
−
(

k−1
i+1

))
=

1(n
d

)(k−1
i−1

)
− 1( n

d+1

)(k−1
i

)
This implies that

k− i
i

=

(k−1
i

)(k−1
i−1

) ≤ ( n
d+1

)(n
d

) =
n−d
d +1

which can be reformulated as k ≤ i(n+1)
d+1 .

In a similar way we find that δd(λ (k)) ≥ δd(λ (k+ 1)) is satisfied only if k ≥
i(n+1)

d+1 − 1. This implies that δd(λ (k)) is maximal only if k =
⌊

i(n+1)
d+1

⌋
or k =⌈

i(n+1)
d+1 −1

⌉
. Both numbers are the same unless i(n+1)

d+1 is an integer. In that case,
we get two consecutive numbers k for which δd(λ (k)) has the same value.

Because δd(λd(k)) has to be maximal for some k, we find that δd(λd(k)) is
maximal for exactly those k as above.

In view of the previous lemma, we define

ki =

⌊
i(n+1)

d +1

⌋
.
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(a) Range λ = 22, . . . ,34 (b) Only the points maximizing δn,d

Figure 2: Zoom of Figure 1

Proposition 5.3. The maximal difference between the linear bound and the
Kruskal-Katona bound is obtained for

λ d =

(
kd

d

)
+ . . .+

(
k1

1

)
.

Proof. We will show that for any λ it holds that δd(λ )≤ δd(λ d).
Let

λ =

(
kd

d

)
+ . . .+

(
k1

1

)
with kd > .. . > k1 ≥ 0 be the d-binomial expansion of λ and assume that
δd(λ )< δd(λ d).

Then we find some i ∈ [d] such that ki 6= ki. Define

λ
′ =

(
kd

d

)
+ . . .+

(
ki+1

i+1

)
+

(
ki

i

)
+

(
ki−1

i−1

)
+ . . .+

(
k1

1

)
By the previous lemma, we have that δd(λ

′)≥ δd(λ ).
Repeatedly apply this step until δd(λ ) = δd(λ d). If ki 6= ki for some i, then

by the previous lemma it must hold that ki = ki− 1 and that i(n+1)
d+1 is an inte-

ger. Then, we can replace ki by ki in the d-binomial expansion for λ without
changing δd(λ ).

Example 5.4. If we consider n = 11 and d = 2, we get that the maximal value
of δn,d(k) is obtained for λ =

(k2
2

)
+
(k1

1

)
with ki = i · 12

3 = 4i or ki = i · 12
3 −1 =

4i−1, for i = 1,2.
Then the maximal value of δn,d(λ ) is obtained for λ ∈ {24,25,31,32}, as

shown in Figure 2.
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6. Limit of maximal differences between linear and non-linear bounds

We keep the notations of the previous section. In this section, we investigate
the limits lim

n→∞
δn,d and lim

n→∞
δn,n−t for fixed d and t. The results will illustrate

the asymptotic behavior of the difference between linear bounds and Kruskal-
Katona bounds on Hilbert functions of Λ-modules that are generated in degree
zero.

For d = 1, the result follows directly from a short computation.

Proposition 6.1. The maximal difference δn,1 is given by

δ2m,1 =
m

2(2m−1)
and δ2m+1,1 =

m+1
2(2m+1)

for all m≥ 1.

For d ≥ 2, some more serious computations are necessary to get a result.

Lemma 6.2. For d ≥ 2, the following inequalities hold

δn,d ≥
dd

(d +1)d+1
(n−d)d+1

(n−d)(n−d +1) · · ·n
(10)

and

δn,d ≤
dd

(d +1)d+1

(n− d−1
2 )d+1

(n−d)(n−d +1) · · ·n
+

(d +1)(n+1)
(d−1)(n−d)2 . (11)

Proof. For legibility, we write k for kd and ki for ki for i = 1, . . .d − 1. We
compute that

δn,d =
λ d(n
d

) − λ
[d]
d( n

d+1

)
=

(n− k)(k−d +1)(k−d +2) · · ·k
(n−d)(n−d +1) · · ·n

+
1( n

d+1

) d−1

∑
i=1

(ki
i

)
(i+1)

(
(i+1)(n+1)

d +1
− ki−1

)
. (12)

We prove the lower bound first. Because ki ≤ i(n+1)
d+1 , we have that

(i+1)(n+1)
d +1

− ki−1≥ 0.

Hence

δn,d ≥
(n− k)(k−d +1)(k−d +2) · · ·k

(n−d)(n−d +1) · · ·n
≥ (n− k)(k−d +1)d

(n−d)d
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We see that k− d + 1 =
⌊

d(n+1)
d+1

⌋
− d + 1 ≥ d(n+1)

d+1 − d = d(n−d)
d+1 and n− k ≥

n− d(n+1)
d+1 = n−d

d+1 . Combining these inequalities yields the lower bound.
Next, we prove the upper bound. We invoke the inequality between arith-

metic mean and geometric mean for the (d + 1) numbers k− d + 1,k− d +
2, . . . ,k and d(n− k) and get

(n− k)(k−d +1)(k−d +2) · · ·k ≤ 1
d

(
dn−d(d−1)/2

d +1

)d+1

=
dd

(d +1)d+1

(
n− d−1

2

)d+1

. (13)

For each i = 1, . . . ,d−1, we have

(i+1)(n+1)
d +1

− ki−1≤ (i+1)(n+1)
d +1

− i(n+1)
d +1

=
n+1
d +1

. (14)

On the other hand,

ki ≤ kd−1− (d−1)+ i≤ (d−1)(n−d)
d +1

+ i

for all i = 1, . . . ,d−1 and also 1+(d−1) n+1
d+1 ≤ n. Thus

d−1

∑
i=1

(ki
i

)
i+1

≤
d−1

∑
i=1

( (d−1)(n+1)
d+1 −(d−1)+i

i

)
i+1

=
(d +1)

(1+(d−1) n+1
d+1

d

)
− ((d−1)(n−d)+d +1)

(d−1)(n−d)

≤
(d +1)

(1+(d−1) n+1
d+1

d

)
(d−1)(n−d)

≤
(d +1)

(n
d

)
(d−1)(n−d)

. (15)

From (12), (13), (14) and (15) we get

δn,d ≤
dd

(d +1)d+1

(n− d−1
2 )d+1

(n−d)(n−d +1) · · ·n
+

1( n
d+1

) (d +1)
(n

d

)
(d−1)(n−d)

n+1
d +1

which is exactly the upper bound.
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Proposition 6.3. For all d ≥ 1 it holds that

lim
n→∞

δn,d =
dd

(d +1)d+1 .

Proof. This follows from Lemma 6.2 by letting n→ ∞.

Lemma 6.4. Denote t = n− d ≥ 1 and assume that 2t ≤ n+ 1. Then the fol-
lowing estimates hold.

1
n
+ εn,d ≤ δn,d ≤

1
n
+ εn,d +

(t−1)n
(n− t +1)2 (16)

where

εn,d =
1( n

t−1

) d−1

∑
i=
⌈
(d+1)(t−1)

t

⌉
(i+t−1

t−1

)( (i+1)t
d+1 − t +1

)
i+1

.

Proof. We apply (12) again and use the fact that
( n

d+1

)
=
( n

t−1

)
. This yields

δn,d =
(n− k)(k−d +1)(k−d +2) · · ·k

(n−d)(n−d +1) · · ·n

+
1( n

t−1

) d−1

∑
i=1

(ki
i

)
(i+1)

(
(i+1)(n+1)

d +1
− ki−1

)
.

Because 2t ≤ n+1, we have n−1≤ d(n+1)
d+1 = n2−nt+n−t

n−t+1 < n and hence k = n−1.
Thus

(n− k)(k−d +1)(k−d +2) · · ·k
(n−d)(n−d +1) · · ·n

=
1
n
.

and

δn,d =
1
n
+

1( n
t−1

) d−1

∑
i=1

(ki
i

)
(i+1)

(
(i+1)(n+1)

d +1
− ki−1

)
. (17)

We know that ki =
⌊

i(n+1)
d+1

⌋
= i+

⌊ it
d+1

⌋
. Since 1≤ i≤ d−1 we have it

d+1 < t

and 0 ≤
⌊ it

d+1

⌋
≤ t− 1. For each 0 ≤ j ≤ t− 1, it holds that

⌊ it
d+1

⌋
= j if and

only if
j(d +1)≤ it ≤ ( j+1)(d +1)−1.

or equivalently, ⌈
j(d +1)

t

⌉
≤ i≤

⌊
( j+1)(d +1)−1

t

⌋
. (18)

In particular, it holds that ki = i+ j if the condition above is satisfied.
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We now rewrite formula (17) using t = n−d again.

δn,d−
1
n
=

1( n
t−1

) d−1

∑
i=1

(ki
i

)
i+1

(
(i+1)(n+1)

d +1
− ki−1

)

=
1( n

t−1

) t−1

∑
j=0


⌊
( j+1)(d+1)−1

t

⌋
∑

i=
⌈

j(d+1)
t

⌉
(i+ j

j

)
i+1

(
(i+1)t
d +1

− j
)

which is equivalent to

δn,d =
1
n
+ εn,d +

1( n
t−1

) t−2

∑
j=0


⌊
( j+1)(d+1)−1

t

⌋
∑

i=
⌈

j(d+1)
t

⌉
(i+ j

j

)
i+1

(
(i+1)t
d +1

− j
) (19)

We note that the last sum above is non-negative and get the first inequality in
(16).

Now we prove the second inequality in (16) by bounding the last summand
in formula (19) from above. Denote this summand by F .

F =
1( n

t−1

) t−2

∑
j=0


⌊
( j+1)(d+1)−1

t

⌋
∑

i=
⌈

j(d+1)
t

⌉
(i+ j

j

)
i+1

(
(i+1)t
d +1

− j
)

We have (i+ j
j

)
i+1

(
(i+1)t
d +1

− j
)
≤ t

d +1

(
i+ j

j

)
,

so

F ≤ 1( n
t−1

) t−2

∑
j=0


⌊
( j+1)(d+1)−1

t

⌋
∑

i=
⌈

j(d+1)
t

⌉ t
d +1

(
i+ j

j

) .
As i and j that appear in the sum above satisfy formula (18), we find that

i+ j ≤ (t−1)(d+1)−1
t + t−2≤ d + t = n. And since j ≤ t−2 < n

2 , it is clear that(n
j

)
≤
( n

t−2

)
. Thus,

F ≤ 1( n
t−1

) t−2

∑
j=0


⌊
( j+1)(d+1)−1

t

⌋
∑

i=
⌈

j(d+1)
t

⌉ t
d +1

(
n

t−2

) . (20)

Denote φ( j) :=
⌊
( j+1)(d+1)−1

t

⌋
−
⌈

j(d+1)
t

⌉
+1. Then, we have

φ( j)≤ ( j+1)(d +1)−1
t

− j(d +1)
t

+1 =
n
t
. (21)
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Using (20) and then (21) we get

F ≤ 1( n
t−1

) t−2

∑
j=0

φ( j)
t

d +1

(
n

t−2

)

≤ 1( n
t−1

) t−2

∑
j=0

n
d +1

(
n

t−2

)
=

n(t−1)
( n

t−2

)
(d +1)

( n
t−1

) .
It is easy to see that this implies the second inequality in (16).

Proposition 6.5. For all t ≥ 1, it holds that

lim
n→∞

δn,n−t =
1
t
.

Proof. Direct computation shows that

lim
n→∞

εn,n−t =
1
t
.

The result follows then from Lemma 6.4 by letting n→ ∞.
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