# ENTROPY SOLUTIONS TO NONLINEAR ELLIPTIC ANISOTROPIC PROBLEM WITH ROBIN BOUNDARY CONDITION 

B. K. BONZI - S. OUARO - F. D. Y. ZONGO

We study a Robin boundary value problem of a nonlinear elliptic anisotropic type. We prove the existence and uniqueness of entropy solutions for $L^{1}$-data, via the existence and uniqueness of a weak solution.

## 1. Introduction

Let $\Omega$ be an open bounded domain of $\mathbb{R}^{N}(N \geq 3)$ with a smooth boundary. Our aim is to prove the existence and uniqueness of an entropy solution to the following nonlinear anisotropic elliptic problem

$$
\left\{\begin{array}{l}
-\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right)+|u|^{p_{M}(x)-2} u=f \text { in } \Omega  \tag{1}\\
\sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) v_{i}=-|u|^{r(x)-2} u \quad \text { on } \partial \Omega
\end{array}\right.
$$

where the right-hand side $f \in L^{1}(\Omega)$ and $v_{i}(x)$ are the outer unit normals to the boundary at $x \in \partial \Omega$.
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We assume that for $i=1, \ldots, N$, the function $a_{i}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is Carathéodory and satisfies the following conditions: $a_{i}(x, \xi)$ is the continuous derivative with respect to $\xi$ of the mapping $A_{i}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}, A_{i}=A_{i}(x, \xi)$, i.e. $a_{i}(x, \xi)=$ $\frac{\partial}{\partial \xi} A_{i}(x, \xi)$ such that the following equality and inequalities hold true.

$$
\begin{equation*}
A_{i}(x, 0)=0 \tag{2}
\end{equation*}
$$

for almost every $x \in \Omega$.
There exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\left|a_{i}(x, \xi)\right| \leq C_{1}\left(j_{i}(x)+|\xi|^{p_{i}(x)-1}\right) \tag{3}
\end{equation*}
$$

for almost every $x \in \Omega$ and for every $\xi \in \mathbb{R}$, where $j_{i}$ is a nonnegative function in $L^{p_{i}^{\prime}(.)}(\Omega)$, with $1 / p_{i}(x)+1 / p_{i}^{\prime}(x)=1$.
There exists a positive constant $C_{2}$ such that

$$
\left(a_{i}(x, \xi)-a_{i}(x, \eta)\right) \cdot(\xi-\eta) \geq \begin{cases}C_{2}|\xi-\eta|^{p_{i}(x)} & \text { if }|\xi-\eta| \geq 1  \tag{4}\\ C_{2}|\xi-\eta|^{p_{i}^{-}} & \text {if }|\xi-\eta|<1\end{cases}
$$

for almost every $x \in \Omega$ and for every $\xi, \eta \in \mathbb{R}$, with $\xi \neq \eta$ and

$$
\begin{equation*}
|\xi|^{p_{i}(x)} \leq a_{i}(x, \xi) \cdot \xi \leq p_{i}(x) A_{i}(x, \xi) \tag{5}
\end{equation*}
$$

for almost every $x \in \Omega$ and for every $\xi \in \mathbb{R}$.
We also assume that the variable exponents $p_{i}():. \bar{\Omega} \rightarrow[2, N)$ are continuous functions for all $i=1, \ldots, N$ such that

$$
\begin{equation*}
\frac{\bar{p}(N-1)}{N(\bar{p}-1)}<p_{i}^{-}<\frac{\bar{p}(N-1)}{N-\bar{p}}, \sum_{i=1}^{N} \frac{1}{p_{i}^{-}}>1 \text { and } \frac{p_{i}^{+}-p_{i}^{-}-1}{p_{i}^{-}}<\frac{\bar{p}-N}{\bar{p}(N-1)} \tag{6}
\end{equation*}
$$

where $\frac{1}{\bar{p}}=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{p_{i}^{-}}, \quad p_{i}^{-}:=\operatorname{ess} \inf _{x \in \Omega} p_{i}(x)$ and $p_{i}^{+}:=\operatorname{ess} \sup _{x \in \Omega} p_{i}(x)$.
We put for all $x \in \Omega, p_{M}(x)=\max \left\{p_{1}(x), \ldots, p_{N}(x)\right\}$ and for all $x \in \partial \Omega$,

$$
p^{\partial}(x)= \begin{cases}\frac{(N-1) p(x)}{N-p(x)} & \text { if } p(x)<N \\ +\infty & \text { if } p(x) \geq N\end{cases}
$$

We introduce the numbers

$$
\begin{equation*}
q=\frac{N(\bar{p}-1)}{N-1}, q^{*}=\frac{N q}{N-q}=\frac{N(\bar{p}-1)}{N-\bar{p}} \tag{7}
\end{equation*}
$$

We make the following additional assumption

$$
\begin{equation*}
r \in C(\bar{\Omega}) \text { with } 1<r^{-} \leq r^{+}<\min _{x \in \partial \Omega}\left\{p_{1}^{\partial}(x), \cdots, p_{N}^{\partial}(x)\right\} \quad \forall x \in \partial \Omega \tag{8}
\end{equation*}
$$

A prototype example which is covered by our assumptions is the following anisotropic equation:
Set $A_{i}(x, \xi)=\left(1 / p_{i}(x)\right)|\xi|^{p_{i}(x)}, a_{i}(x, \xi)=|\xi|^{p_{i}(x)-2} \xi$ where $p_{i}(x) \geq 2$. Then we get the following equation:

$$
-\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}}\left(\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)-2} \frac{\partial}{\partial x_{i}} u\right)+|u|^{p_{M}(x)-2}=f
$$

which is the anisotropic $p($.$) -Laplacian equation.$
Equations involving variable exponent growth conditions have been extensively studied in the last decade. The large number of papers studying problems involving variable exponent growth conditions is motivated by the fact that this type of equations can serve as models in the theory of electrorheological fluids (see, e.g. [19]), image processing (see, e.g. [10]), the theory of elasticity (see, e.g. [24]), biology (see, e.g. [13]), the study of dielectric breakdown, electrical resistivity, and polycrystal plasticity (see, e.g. $[6,7]$ ) or in the study of some models for growth of heterogeneous sandpiles (see, [5]).
Problems like (1) were studied by several authors with homogeneous Dirichlet boundary conditions in constant and variable exponent setting (see [2, 14$18,22]$ ). The Neumann or Robin type boundary conditions in the variable exponents setting are new and interesting problems and were for the first time studied by Boureanu and Radulescu (see [9]). The main difficulty for the study of problem in [9] was how to define an admissible space of solutions and to get useful properties of it. Another difficulty is that the famous Poincaré inequality does not apply. Boureanu and Radulescu [9] defined the appropriate space and a useful trace property which permit them to use minimization method and the famous Mountain Pass Theorem (see [21]) to prove the existence of weak solutions to the following problem

$$
\left\{\begin{array}{l}
-\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right)+b(u)|u|^{p_{M}(x)-2} u=f(x, u) \text { in } \Omega  \tag{9}\\
u \geq 0 \text { in } \Omega \\
\sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) v_{i}=g(x, u)
\end{array}\right.
$$

Note that in [9], if $f$ and $g$ satisfies monotonicity conditions, then (9) has a unique weak positive solution.

In this paper, we consider $L^{1}$-data $f$ instead of the Carathéodory function $f(x, u)$ considered in [9]. When the data $f$ is $L^{1}$, the suitable notion of solution is the entropy solution introduced for the first time by Bénilan et al (see [3]). We adapt this notion of entropy solution in our work. A first study in this direction was done by the authors of this paper for a Neumann homogeneous boundary condition (see [8]). When the Neumann condition is homogeneous, we don't need to give a sense of the values of the solution on the boundary. In this paper, we consider a Robin type boundary condition. Therefore, the values of the solution $u$ at the boundary must be precised and the notion of solution considered must include the boundary condition. In this paper, we combine the notions of entropy solutions due to Bénilan et al [3] and Andreu et al [1]. The remaining part of the paper is as follows: in Section 2, we give some mathematical preliminaries, we prove the existence and uniqueness of a weak solution in Section 3 and in Section 4, we study the existence of a unique entropy solution of (1).

## 2. Preliminaries

In this section, we define Lebesgue, Sobolev and anisotropic spaces with a variable exponent and give some of their properties. Roughly speaking, anistropic Lebesgue and Sobolev spaces are functional spaces of Lebesgue's and Sobolev's type in which different space directions have different roles.

Let us consider a measurable function $p():. \Omega \rightarrow[1, \infty)$. We define the Lebesgue space with the variable exponent $L^{p(.)}(\Omega)$ as the set of all measurable functions $u: \Omega \rightarrow \mathbb{R}$ for which the convex modular

$$
\rho_{p(.)}(u):=\int_{\Omega}|u|^{p(x)} d x
$$

is finite. If the exponent is bounded, i.e., if $p_{+}<+\infty$, then the expression

$$
|u|_{p(.)}:=\inf \left\{\lambda>0: \rho_{p(.)}(u / \lambda) \leq 1\right\}
$$

defines a norm in $L^{p(.)}(\Omega)$, called the Luxemburg norm. The space $\left(L^{p(.)}(\Omega),|\cdot|_{p(.)}\right)$ is a separable Banach space. Moreover, if $p^{-}>1$, then $L^{p(.)}(\Omega)$ is uniformly convex, hence reflexive, and its dual space is isomorphic to $L^{p^{\prime}(.)}(\Omega)$, where $\frac{1}{p(x)}+\frac{1}{p^{\prime}(x)}=1$. Finally, we have the Hölder type inequality (see [11]).

Proposition 2.1. (Generalized Hölder inequality)
(i) For any $u \in L^{p(.)}(\Omega)$ and $v \in L^{p^{\prime}(.)}(\Omega)$, we have

$$
\left|\int_{\Omega} u v d x\right| \leq\left(\frac{1}{p^{-}}+\frac{1}{p^{\prime-}}\right)|u|_{p(.)}|v|_{p^{\prime}(.)} .
$$

(ii) If $p_{1}, p_{2} \in \mathcal{C}_{+}(\bar{\Omega}), p_{1}(x) \leq p_{2}(x)$ for any $x \in \bar{\Omega}$, then $L^{p_{2}(.)}(\Omega) \hookrightarrow L^{p_{1}(.)}(\Omega)$ and the imbedding is continuous.

Moreover, the application $\rho_{p(.)}: L^{p(.)}(\Omega) \rightarrow \mathbb{R}$ called the $p($.$) -modular of the$ $L^{p(.)}(\Omega)$ space, is very useful in handling these Lebesgue's spaces with variable exponent. Indeed, we have the following properties(see [11]). If $u \in L^{p(.)}(\Omega)$ and $p^{+}<+\infty$ then

$$
\begin{align*}
|u|_{p(.)}<1 & \Longrightarrow|u|_{p(.)}^{p^{+}} \leq \rho_{p(.)}(u) \leq|u|_{p(.)}^{p^{-}},  \tag{10}\\
|u|_{p(.)}>1 & \Longrightarrow|u|_{p(.)}^{p^{-}} \leq \rho_{p(.)}(u) \leq|u|_{p(.)}^{p^{+}},  \tag{11}\\
|u|_{p(.)}<1(=1 ;>1) & \Longrightarrow \rho_{p(.)}(u)<1(=1 ;>1),  \tag{12}\\
|u|_{p(.)} \rightarrow 0(\rightarrow \infty) & \Longleftrightarrow \rho_{p(.)}(u) \rightarrow 0(\rightarrow \infty) . \tag{13}
\end{align*}
$$

If, in addition, $\left(u_{n}\right)_{n \in \mathbb{N}} \subset L^{p(.)}(\Omega)$, then
$\lim _{n \rightarrow+\infty}\left|u_{n}-u\right|_{p(.)}=0 \Leftrightarrow \lim _{n \rightarrow+\infty} \rho_{p(.)}\left(u_{n}-u\right)=0 \Leftrightarrow\left(u_{n}\right)_{n}$ converges to $u$ in measure and $\lim _{n \rightarrow+\infty} \rho_{p(.)}\left(u_{n}\right)=\rho_{p(.)}(u)$.
Now, let us introduce the definition of the isotropic Sobolev space with variable exponent, $W^{1, p(.)}(\Omega)$.
We set

$$
W^{1, p(.)}(\Omega):=\left\{u \in L^{p(.)}(\Omega):|\nabla u| \in L^{p(.)}(\Omega)\right\}
$$

which is a Banach space equipped with the norm

$$
\|u\|_{1, p(.)}:=|u|_{p(.)}+|\nabla u|_{p(.)} .
$$

Now, we present a natural generalization of the variable exponent Sobolev space $W^{1, p(.)}(\Omega)$ that will enable us to study the problem (1) with sufficient accuracy. The anisotropic variable exponent Sobolev space $W^{1, \vec{p}(.)}(\Omega)$ is defined as follow:

$$
W^{1, \vec{p}(.)}(\Omega)=\left\{u \in L^{p_{M}(.)}(\Omega) ; \frac{\partial}{\partial x_{i}} u \in L^{p_{i}(.)}(\Omega), \text { for all } i \in\{1, \ldots, N\}\right\} .
$$

Endowed with the norm

$$
\|u\|_{\vec{p}(.)}:=|u|_{p_{M}(.)}+\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}
$$

the space $\left(W^{1, \vec{p}(.)}(\Omega),\|\cdot\|_{\vec{p}(.)}\right)$ is a reflexive Banach space (see [12], Theorem 2.1 and Theorem 2.2).

Let us introduce the following notations:

$$
\vec{P}_{+}=\left(p_{1}^{+}, \ldots, p_{N}^{+}\right), \vec{P}_{-}=\left(p_{1}^{-}, \ldots, p_{N}^{-}\right)
$$

$$
\begin{gathered}
P_{+}^{+}=\max \left\{p_{1}^{+}, \ldots, p_{N}^{+}\right\}, P_{-}^{+}=\max \left\{p_{1}^{-}, \ldots, p_{N}^{-}\right\}, P_{-}^{-}=\min \left\{p_{1}^{-}, \ldots, p_{N}^{-}\right\} \\
P_{-}^{*}=\frac{N}{\sum_{i=1}^{N} \frac{1}{p_{i}^{-}}-1} \text { and } P_{-, \infty}=\max \left\{P_{-}^{+}, P_{-}^{*}\right\}
\end{gathered}
$$

Throughout the paper we will mean by $T_{\gamma}$ the truncation function at height $\gamma(\gamma>0)$ defined as follow

$$
T_{\gamma}(s)= \begin{cases}s & \text { if }|s| \leq \gamma \\ \gamma \operatorname{sign}(\mathrm{s}) & \text { if }|s|>\gamma\end{cases}
$$

We have the following result:
Theorem 2.2. ([12], Corollary 2.1) Let $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ be a bounded open set and for all $i \in\{1, \ldots, N\}, p_{i} \in L^{\infty}(\Omega), p_{i}(x) \geq 1$ a.e. in $\Omega$. Then, for any $r \in L^{\infty}(\Omega)$ with $r(x) \geq 1$ a.e. in $\Omega$ such that

$$
e s s \inf _{x \in \Omega}\left(p_{M}(x)-r(x)\right)>0
$$

we have the compact embedding

$$
W^{1, \vec{p}(.)}(\Omega) \hookrightarrow L^{r(.)}(\Omega)
$$

We also need the following trace theorem due to [9].
Theorem 2.3. Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a bounded open set with a smooth boundary and let $\vec{p} \in\left(C_{+}(\bar{\Omega})\right)^{N}, r \in C(\bar{\Omega})$ satisfy the condition

$$
\begin{equation*}
1 \leq r(x)<\min _{x \in \partial \Omega}\left\{p_{1}^{\partial}(x), \cdots, p_{N}^{\partial}(x)\right\}, \quad \forall x \in \partial \Omega \tag{14}
\end{equation*}
$$

Then, there is a compact boundary trace embedding

$$
W^{1, \vec{p}(.)}(\Omega) \hookrightarrow L^{r(.)}(\partial \Omega)
$$

Next, we define

$$
\mathcal{T}^{1, \vec{p}(.)}(\Omega):=\left\{u: \Omega \rightarrow \mathbb{R}: T_{k}(u) \in W^{1, \vec{p}(.)}(\Omega), \forall k>0\right\}
$$

Finally, in this paper, we will use the Marcinkiewicz spaces $\mathcal{M}^{q}(\Omega)(1<q<$ $\infty)$ with constant exponent. Note that the Marcinkiewicz spaces $\mathcal{M}^{q(.)}(\Omega)$ in the variable exponent setting was introduced for the first time by Sanchon and

Urbano (see [20]).
Marcinkiewicz spaces $\mathcal{M}^{q}(\Omega)(1<q<\infty)$ contain the measurable functions $h: \Omega \rightarrow \mathbb{R}$ for which the distribution function

$$
\lambda_{h}(\gamma)=|\{x \in \Omega:|h(x)|>\gamma\}|, \gamma \geq 0
$$

satisfies an estimate of the form

$$
\lambda_{h}(\gamma) \leq C \gamma^{-q}, \text { for some finite constant } C>0
$$

The space $\mathcal{M}^{q}(\Omega)$ is a Banach space under the norm

$$
\|h\|_{\mathcal{M}^{q}(\Omega)}^{*}=\sup _{t>0} t^{1 / q}\left(\frac{1}{t} \int_{0}^{t} h^{*}(s) d s\right)
$$

where $h^{*}$ denotes the nonincreasing rearrangement of $h$ :

$$
h^{*}(t)=\inf \left\{\gamma>0: \lambda_{h}(\gamma) \leq t\right\}
$$

We will use the following pseudo norm

$$
\|h\|_{\mathcal{M}^{q}(\Omega)}=\inf \left\{C: \lambda_{h}(\gamma) \leq C \gamma^{-q}, \forall \gamma>0\right\}
$$

which is equivalent to the norm $\|h\|_{\mathcal{M}^{q}(\Omega)}^{*}$ (see [2]).
We need the following Lemma (see [4], Lemma A.2)
Lemma 2.4. Let $1 \leq q<p<+\infty$. Then for every measurable function $u$ on $\Omega$, we have:
(i) $\frac{(p-1)^{p}}{p^{p+1}}\|u\|_{\mathcal{M}^{p}(\Omega)}^{p} \leq \sup _{\lambda>0}\left\{\lambda^{p}\right.$ meas $\left.[x \in \Omega:|u|>\lambda]\right\} \leq\|u\|_{\mathcal{M}^{p}(\Omega)}^{p}$.

Moreover
(ii) $\int_{K}|u|^{q} d x \leq \frac{p}{p-q}\left(\frac{p}{q}\right)^{q / p}\|u\|_{\mathcal{M}^{p}(\Omega)}^{q}(\operatorname{meas}(K))^{p-q / p}$,
for every measurable subset $K \subset \Omega$.
In particular, $\mathcal{M}^{p}(\Omega) \subset L_{\text {loc }}^{q}(\Omega)$, with continuous injection and $u \in \mathcal{M}^{p}(\Omega)$ implies $|u|^{q} \in \mathcal{M}^{p / q}(\Omega)$.

The following result is due to Troisi (see [23]).
Theorem 2.5. Let $p_{1}, p_{2}, \ldots, p_{N} \in[1,+\infty) ; g \in W^{1,\left(p_{1}, p_{2}, \ldots, p_{N}\right)}(\Omega)$, and let

$$
\begin{cases}q=\bar{p}^{*} & \text { if } \quad \bar{p}^{*}<N  \tag{15}\\ q \in[1,+\infty) & \text { if } \quad \bar{p}^{*} \geq N\end{cases}
$$

Then, there exists a constant $C>0$ depending on $N, p_{1}, p_{2}, \ldots, p_{N}$ if $\bar{p}<N$ and also on $q$ and meas $(\Omega)$ if $\bar{p} \geq N$ such that

$$
\begin{equation*}
\|g\|_{L^{q}(\Omega)} \leq C \prod_{i=1}^{N}\left[\|g\|_{L^{p^{p}(\Omega)}}+\left\|\frac{\partial g}{\partial x_{i}}\right\|_{L^{p_{i}}(\Omega)}\right]^{\frac{1}{N}} \tag{16}
\end{equation*}
$$

where $p_{M}=\max \left\{p_{1}, p_{2}, \ldots, p_{N}\right\}$ and $\frac{1}{\bar{p}}=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{p_{i}}$.
We need the following lemma (see [8], Lemma 2.5).
Lemma 2.6. Let $g$ be a nonnegative function in $W^{1, \vec{p}(.)}(\Omega)$. Assume $\bar{p}<N$, and there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left|T_{\gamma}(g)\right|^{p_{M}^{-}} d x+\sum_{i=1}^{N} \int_{\{|g| \leq \gamma\}}\left|\frac{\partial g}{\partial x_{i}}\right|^{p_{i}^{-}} d x \leq C(\gamma+1), \quad \forall \gamma>0 \tag{17}
\end{equation*}
$$

Then, there exists a constant D, depending on $C$, such that

$$
\|g\|_{\mathcal{M}^{\tilde{p}}(\Omega)} \leq D
$$

where $\tilde{p}=\frac{N(\bar{p}-1)}{N-\bar{p}}$.
In the sequel, we denote $E=W^{1, \vec{p}(.)}(\Omega)$ and $\|\cdot\|_{E}=\|\cdot\|_{W^{1, \vec{p}(.)}(\Omega)}$.

## 3. Weak solutions

Firstly, we define the notion of weak solution to problem (1) where the data $f$ belongs to $L^{\infty}(\Omega)$.

Definition 3.1. A measurable function $u: \Omega \rightarrow \mathbb{R}$ is a weak solution of (1) if $u$ belongs to $W^{1, \vec{p}(.)}(\Omega)$ and if the following equality holds true.

$$
\begin{align*}
\int_{\Omega} \sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) \frac{\partial}{\partial x_{i}} \varphi d x+\int_{\Omega}|u|^{p_{M}(x)-2} u \varphi d x & +\int_{\partial \Omega}|u|^{r(x)-2} u \varphi d \sigma \\
& =\int_{\Omega} f \varphi d x \tag{18}
\end{align*}
$$

for every $\varphi \in W^{1, \vec{p}(\cdot)}(\Omega)$.
We have the following result.

Theorem 3.2. Assume that (2)-(6), (8) and (14) hold true, $f \in L^{\infty}(\Omega)$. Then, there exists a unique weak solution of (1).

Proof. * Existence With the techniques that have become standard by now, it is not difficult to prove that (see for example $[8,9]$ ) the functional $J: E \rightarrow \mathbb{R}$ defined by

$$
\begin{aligned}
J(u)=\int_{\Omega} \sum_{i=1}^{N} A_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) d x+\int_{\Omega} \frac{1}{p_{M}(x)}|u|^{p_{M}(x)} d x & +\int_{\partial \Omega} \frac{1}{r(x)}|u|^{r(x)} d \sigma \\
& -\int_{\Omega} f u d x
\end{aligned}
$$

is well-defined on $E$, is of class $C^{1}(E, \mathbb{R})$ and is weakly lower semi-continuous with the Gateaux derivative given by

$$
\begin{aligned}
\left\langle J^{\prime}(u), v\right\rangle=\int_{\Omega} \sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) \frac{\partial}{\partial x_{i}} v d x+\int_{\Omega}|u|^{p_{M}(x)-2} u v d x & +\int_{\partial \Omega}|u|^{r(x)-2} u v d \sigma \\
& -\int_{\Omega} f(x) v d x .
\end{aligned}
$$

To end the proof of the existence part, we just have to prove that $J$ is bounded from below and coercive.
Let's denote

$$
\begin{gathered}
\Lambda(u)=\int_{\Omega} \sum_{i=1}^{N} A_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) d x \\
I(u)=\int_{\Omega} \sum_{i=1}^{N} A_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) d x+\int_{\Omega} \frac{1}{p_{M}(x)}|u|^{p_{M}(x)} d x-\int_{\Omega} f u d x
\end{gathered}
$$

and

$$
L(u)=\int_{\partial \Omega} \frac{1}{r(x)}|u|^{r(x)} d \sigma
$$

Let $u \in E$ be such that $\|u\|_{E} \rightarrow \infty$. Using (5) we deduce that

$$
\Lambda(u) \geq \frac{1}{p_{M}^{+}} \sum_{i=1}^{N} \int_{\Omega}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x
$$

We make the following notations:

$$
\mathcal{I}_{1}=\left\{i \in\{1, \ldots, N\}:\left|\frac{\partial}{\partial x_{i}} u\right|_{L^{p_{i}(\cdot)}(\Omega)} \leq 1\right\}
$$

and

$$
\mathcal{I}_{2}=\left\{i \in\{1, \ldots, N\}:\left|\frac{\partial}{\partial x_{i}} u\right|_{L^{p_{i}(\cdot)}(\Omega)}>1\right\} .
$$

We then have

$$
\Lambda(u) \geq \frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{1}} \int_{\Omega}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x+\frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{2}} \int_{\Omega}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x
$$

Using (10), (11) and (12) we deduce that

$$
\begin{aligned}
\Lambda(u) & \geq \frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{1}}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{i}^{+}}+\frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{2}}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{i}^{-}} \\
& \geq \frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{2}}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{i}^{-}} \\
& \geq \frac{1}{p_{M}^{+}} \sum_{i \in \mathcal{I}_{2}}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{m}^{-}} \\
& \geq \frac{1}{p_{M}^{+}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{m}^{-}}-\sum_{i \in \mathcal{I}_{1}}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{m}^{-}}\right) \\
& \geq \frac{1}{p_{M}^{+}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{m}^{-}}-N\right)
\end{aligned}
$$

By the generalized mean inequality or the Jensen's inequality applied to the convex function $z: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}, z(t)=t^{p_{m}^{-}}, p_{m}^{-}>1$ we get

$$
\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}^{p_{m}^{-}} \geq \frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}
$$

thus,

$$
\begin{equation*}
\Lambda(u) \geq \frac{1}{p_{M}^{+}}\left[\frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}-N\right] \tag{19}
\end{equation*}
$$

Case 1: $|u|_{p_{M}(.)} \geq 1$. We have

$$
\begin{gathered}
I(u) \geq \frac{1}{p_{M}^{+}}\left[\frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}-N\right]+\frac{1}{p_{M}^{+}}|u|_{p_{M}(.)}^{p_{M}^{-}}-\|f\|_{L^{\infty}(\Omega)}\|u\|_{L^{1}(\Omega)} \\
\geq \frac{1}{p_{M}^{+}}\left[\frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}+|u|_{p_{M}(.)}^{p_{m}^{-}}\right]-C| | f\left\|_{L^{\infty}(\Omega)}\right\| u \|_{E}-\frac{N}{p_{M}^{+}} \\
\geq \frac{1}{2^{p_{m}^{-}-1} p_{M}^{+}} \min \left(1, \frac{1}{N^{p_{m}^{-}-1}}\right)\left[\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}+|u|_{p_{M}(.)}\right]^{p_{m}^{-}} \\
-C| | f\left\|_{L^{\infty}(\Omega)}\right\| u \|_{E}-\frac{N}{p_{M}^{+}} .
\end{gathered}
$$

Therefore

$$
\begin{equation*}
I(u) \geq \frac{1}{2^{p_{m}^{-}-1} p_{M}^{+}} \min \left(1, \frac{1}{N^{p_{m}^{-}-1}}\right)\|u\|_{E}^{p_{m}^{-}}-C\|f\|_{L^{\infty}(\Omega)}\|u\|_{E}-\frac{N}{p_{M}^{+}} . \tag{20}
\end{equation*}
$$

Case 2: $|u|_{p_{M}(.)}<1$. Then $|u|_{p_{M}(.)}^{p_{m}^{-\bar{m}}}-1<0$ and we get

$$
\begin{aligned}
& I(u) \geq \frac{1}{p_{M}^{+}}\left[\frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}+|u|_{p_{M}(.)}^{p_{m}^{-}}-N-1\right]-\|f\|_{L^{\infty}(\Omega)}\|u\|_{L^{1}(\Omega)} \\
& \geq \frac{1}{p_{M}^{+}}\left[\frac{1}{N^{p_{m}^{-}-1}}\left(\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}\right)^{p_{m}^{-}}+|u|_{p_{M}(.)}^{p_{m}^{-}}\right]-C\|f\|_{L^{\infty}(\Omega)}\|u\|_{E}-\frac{N+1}{p_{M}^{+}} \\
& \geq \frac{1}{2^{p_{m}^{-}-1} p_{M}^{+}} \min \left(1, \frac{1}{N^{p_{m}^{-}-1}}\right)\left[\sum_{i=1}^{N}\left|\frac{\partial}{\partial x_{i}} u\right|_{p_{i}(.)}+|u|_{p_{M}(.)}\right]^{p_{m}^{-}} \\
&-C\|f\|_{L^{\infty}(\Omega)}\|u\|_{E}-\frac{N+1}{p_{M}^{+}} .
\end{aligned}
$$

So, we obtain

$$
\begin{equation*}
I(u) \geq \frac{1}{2^{p_{m}^{-}-1} p_{M}^{+}} \min \left(1, \frac{1}{N^{p_{m}^{-}-1}}\right)\|u\|_{E}^{p_{m}^{-}}-C\|f\|_{L^{\infty}(\Omega)}\|u\|_{E}-\frac{N+1}{p_{M}^{+}} \tag{21}
\end{equation*}
$$

As $L$ is positive, we deduce from (20) and (21) that

$$
\begin{equation*}
J(u) \rightarrow+\infty \text { as }\|u\|_{E} \rightarrow+\infty . \tag{22}
\end{equation*}
$$

We also deduce that $J$ is bounded from below.

* Uniqueness. Let $u, v \in E$ be two weak solutions to problem (1). Choosing as
a test function in (18), $\varphi=v-u$ for the weak solution $u$ and $\varphi=u-v$ for the weak solution $v$, we get

$$
\begin{align*}
& \int_{\Omega} \sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) \frac{\partial}{\partial x_{i}}(v-u) d x+\int_{\Omega}|u|^{p_{M}(x)-2} u(v-u) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u(v-u) d \sigma-\int_{\Omega} f(x)(v-u) d x=0 \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\Omega} \sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} v\right) \frac{\partial}{\partial x_{i}}(u-v) d x+\int_{\Omega}|v|^{p_{M}(x)-2} v(u-v) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} v(u-v) d \sigma-\int_{\Omega} f(x)(u-v) d x=0 \tag{24}
\end{align*}
$$

Summing up (23) and (24) we obtain

$$
\begin{aligned}
& \int_{\Omega} \sum_{i=1}^{N}\left(a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right)-a_{i}\left(x, \frac{\partial}{\partial x_{i}} v\right)\right) \frac{\partial}{\partial x_{i}}(u-v) d x \\
& +\int_{\Omega}\left(|u|^{p_{M}(x)-2} u-|v|^{p_{M}(x)-2} v\right)(u-v) d x \\
& +\int_{\partial \Omega}\left(|u|^{r(x)-2} u-|v|^{r(x)-2} v\right)(u-v) d \sigma=0
\end{aligned}
$$

Thus, by the monotonicity of the functions $a_{i}(x,),. t \mapsto|t|^{p_{M}(x)-2} t$ and $t \mapsto$ $|t|^{r(x)-2} t$, we deduce that $u=v$ almost everywhere.

## 4. Entropy solutions

In this section, we study the existence and uniqueness of an entropy solution to problem (1) when the right-hand side $f \in L^{1}(\Omega)$. We first recall some notations.
Lemma 4.1. Let $u \in \mathcal{T}^{1, \vec{p}(.)}(\Omega)$. Then there exists a unique measurable function $v_{i}: \Omega \rightarrow \mathbb{R}$ such that

$$
v_{i} \chi_{\{|u|<k\}}=\frac{\partial T_{k}(u)}{\partial x_{i}} \text { for a.e. } x \in \Omega, \text { for all } k>0 \text { and } i \in\{1, \ldots, N\},
$$

where $\chi_{A}$ denotes the characteristic function of a measurable set $A$. The functions $v_{i}$ are denoted $\frac{\partial u}{\partial x_{i}}$. Moreover, if $u$ belongs to $W^{1, \vec{p}(.)}(\Omega)$, then $v_{i} \in$ $L^{p_{i}(.)}(\Omega)$ and coincides with the standard distributional gradient of $u$ i.e. $v_{i}=$ $\frac{\partial u}{\partial x_{i}}$.

Definition 4.2. We define the space $\mathcal{T}_{t r}^{1, \vec{p}(.)}(\Omega)$ as the set of functions
$u \in \mathcal{T}^{1, \vec{p}(.)}(\Omega)$ such that there exists a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset W^{1, \vec{p}(.)}(\Omega)$ satisfying:
(a) $u_{n} \rightarrow u$ a.e. in $\Omega$,
(b) $\frac{\partial T_{k}\left(u_{n}\right)}{\partial x_{i}} \rightarrow \frac{\partial T_{k}(u)}{\partial x_{i}}$ in $L^{1}(\Omega)$, for all $k>0$,
(c) there exists a measurable function $v$ on $\partial \Omega$ such that $u_{n} \rightarrow v$ a.e. on $\partial \Omega$.

Definition 4.3. A measurable function $u$ is an entropy solution of (1) if $u \in \mathcal{T}_{\text {tr }}^{1, \vec{p}(.)}(\Omega)$ and for every $k>0$,

$$
\begin{align*}
& \sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial u}{\partial x_{i}}\right) \frac{\partial}{\partial x_{i}} T_{k}(u-\varphi) d x+\int_{\Omega}|u|^{p_{M}(x)-2} u T_{k}(u-\varphi) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u T_{k}(u-\varphi) d \sigma \leq \int_{\Omega} f(x) T_{k}(u-\varphi) d x \tag{25}
\end{align*}
$$

for every $\varphi \in W^{1, \vec{p}(.)}(\Omega) \cap L^{\infty}(\Omega)$.
Our main result is the following:
Theorem 4.4. Assume (2)-(6), (8) and $f \in L^{1}(\Omega)$. Then there exists a unique entropy solution u to problem (1).

The proof of this theorem will be done in three steps.

## Step 1: A priori estimates

Lemma 4.5. Assume (2)-(6), (8) and $f \in L^{1}(\Omega)$. Let $u$ be an entropy solution of (1). If there exists a positive constant $M$ such that

$$
\begin{equation*}
\sum_{i=1}^{N} \int_{\{|u|>t\}} t^{q_{i}(x)} d x \leq M, \text { for all } t>0 \tag{26}
\end{equation*}
$$

then

$$
\sum_{i=1}^{N} \int\left\{\left|\frac{\partial}{\partial x_{i}} u\right|^{\alpha_{i}(\cdot)}>t\right\}^{t^{q_{i}(x)}} d x \leq\|f\|_{1}+M \text { for all } t>0
$$

where $\alpha_{i}()=.p_{i}() /.\left(q_{i}()+1.\right)$, for all $i=1, \ldots, N$.
Proof. Take $\varphi=0$ in (25), we have

$$
\begin{aligned}
\sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} T_{t}(u)\right) \cdot \frac{\partial}{\partial x_{i}} T_{t}(u) d x & +\int_{\Omega}|u|^{p_{M}(x)-2} u T_{t}(u) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u T_{t}(u) d \sigma \leq \int_{\Omega} f(x) T_{t}(u) d x
\end{aligned}
$$

for all $t>0$. Since the two last terms of the left-hand side are nonnegative, it follows that

$$
\sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} T_{t}(u)\right) \cdot \frac{\partial}{\partial x_{i}} T_{t}(u) d x \leq \int_{\Omega} f(x) T_{t}(u) d x .
$$

According to (5), we deduce that

$$
\sum_{i=1}^{N} \int_{\Omega}\left|\frac{\partial}{\partial x_{i}} T_{t}(u)\right|^{p_{i}(x)} d x \leq t\|f\|_{1}, \text { for all } t>0 .
$$

Therefore, defining $\psi:=T_{t}(u) / t$, we have, for all $t>0$,

$$
\sum_{i=1}^{N} \int_{\Omega} t^{p_{i}(x)-1}\left|\frac{\partial}{\partial x_{i}} \psi\right|^{p_{i}(x)} d x=\sum_{i=1}^{N} \frac{1}{t} \int_{\Omega}\left|\frac{\partial}{\partial x_{i}} T_{t}(u)\right|^{p_{i}(x)} d x \leq\|f\|_{1} .
$$

From the above inequality, the definition of $\alpha_{i}($.$) and (26), we have$

$$
\begin{aligned}
& \sum_{i=1}^{N} \int\left\{\left|\frac{\partial}{\partial x_{i}}\right|^{\alpha_{i}(\cdot)}>t\right\}^{q_{i}(x)} d x \\
& \leq \sum_{i=1}^{N} \int\left\{\left|\frac{\partial}{\partial x_{i}} u\right|^{\alpha_{i}(\cdot)}>t\right\} \cap\{|u| \leq t\}^{q_{i}} t^{q_{i}(x)} d x+\sum_{i=1}^{N} \int_{\{|u|>t\}^{\prime}} t^{q_{i}(x)} d x \\
& \leq \sum_{i=1}^{N} \int\left\{\left|\frac{\partial}{\partial x_{i}} u\right|^{\alpha_{i}(\cdot)}>t\right\} \cap\left\{\{|u| \leq t\}^{t} t_{i(x)}^{q_{i}(x)}\left(\frac{\left|\frac{\partial}{\partial x_{i}} u\right|^{\alpha_{i}(x)}}{t}\right)^{\frac{p_{i}(x)}{\alpha_{i}(x)}} d x+M\right. \\
& \leq \sum_{i=1}^{N} \int\left\{\left|\frac{\partial}{\partial x_{i}} u^{\alpha_{i}(\cdot)}>t ;|u| \leq t\right\}^{q_{i}(x)-\frac{p_{i}(x)}{\alpha_{i}(x)}}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x+M\right. \\
& \leq \sum_{i=1}^{N} \frac{1}{t} \int\left\{\left|\frac{\partial}{\partial x_{i}} u\right|^{\alpha_{i}(\cdot)}>t ;|u| \leq t\right\}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x+M \leq\|f\|_{1}+M
\end{aligned}
$$

for all $t>0$.
Lemma 4.6. Assume (2)-(6), (8) and $f \in L^{1}(\Omega)$. Let u be an entropy solution of (1), then

$$
\begin{equation*}
\frac{1}{h} \sum_{i=1}^{N} \int_{\{|u| \leq h\}}\left|\frac{\partial}{\partial x_{i}} T_{h}(u)\right|^{p_{i}(x)} d x \leq M \tag{27}
\end{equation*}
$$

for every $h>0$, with $M$ a positive constant. Moreover, we have

$$
\begin{equation*}
\left\||u|^{p_{M}(x)-2} u\right\|_{L^{1}(\Omega)}=\left\||u|^{p_{M}(x)-1}\right\|_{L^{1}(\Omega)} \leq\|f\|_{1} \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
\left\||u|^{r(x)-2} u\right\|_{L^{1}(\partial \Omega)}=\left\||u|^{r(x)-1}\right\|_{L^{1}(\partial \Omega)} \leq\|f\|_{1} \tag{29}
\end{equation*}
$$

and there exists a constant $D>0$ such that

$$
\text { meas }\{|u|>h\} \leq \frac{D}{h^{P_{M}^{-}-1}} \quad \forall h>1
$$

Proof. Taking $\varphi=0$ in the entropy inequality (25) and using (5), we obtain

$$
\begin{gathered}
\sum_{i=1}^{N} \int_{\{|u| \leq h\}}\left|\frac{\partial}{\partial x_{i}} T_{h}(u)\right|^{p_{i}(x)} d x \leq h\|f\|_{1} \leq M h \\
\int_{\Omega}|u|^{p_{M}(x)-2} u T_{h}(u) d x \leq h\|f\|_{1}
\end{gathered}
$$

and

$$
\int_{\partial \Omega}|u|^{r(x)-2} u T_{h}(u) d \sigma \leq h\|f\|_{1}
$$

for all $h>0$.
Therefore

$$
\int_{\{|u|>h\}}|u|^{p_{M}(x)-2} u T_{h}(u) d x \leq h\|f\|_{1}
$$

and

$$
\int_{\partial \Omega \cap\{|u|>h\}}|u|^{r(x)-2} u T_{h}(u) d \sigma \leq h\|f\|_{1}
$$

As $u T_{h}(u) \chi_{\{|u|>h\}}=h|u| \chi_{\{|u|>h\}}$, we get from the previous inequalities and Fa tou's Lemma

$$
\int_{\Omega}|u|^{p_{M}(x)-2}|u| d x \leq\|f\|_{1}
$$

and

$$
\int_{\partial \Omega}|u|^{r(x)-2}|u| d \sigma \leq\|f\|_{1} .
$$

Since $\left|T_{h}(u)\right| \leq|u|$ we have

$$
\int_{\Omega}\left|T_{h}(u)\right|^{p_{M}(x)-1} d x \leq \int_{\Omega}|u|^{p_{M}(x)-1} d x \leq\|f\|_{1} .
$$

It follows that

$$
\begin{equation*}
\int_{\Omega}\left|T_{h}(u)\right|^{p_{M}^{-}-1} d x \leq D \tag{30}
\end{equation*}
$$

where $D$ is a positive constant, indeed

$$
\begin{aligned}
\int_{\Omega}\left|T_{h}(u)\right|^{p_{M}^{-}-1} d x & \leq \int_{\left\{\left|T_{h}(u)\right| \leq 1\right\}}\left|T_{h}(u)\right|^{p_{M}^{-}-1} d x+\int_{\left\{\left|T_{h}(u)\right|>1\right\}}\left|T_{h}(u)\right|^{p_{M}^{-}-1} d x \\
& \leq \operatorname{meas}(\Omega)+\int_{\Omega}\left|T_{h}(u)\right|^{p_{M}(x)-1} d x \\
& \leq \operatorname{meas}(\Omega)+\|f\|_{1}
\end{aligned}
$$

From (30) we have

$$
\int_{\{|u|>h\}}\left|T_{h}(u)\right|^{p_{M}^{-}-1} d x \leq D .
$$

Then

$$
h^{p_{M}^{-1}} \text { meas }\{|u|>h\} \leq D
$$

from which, we deduce that

$$
\text { meas }\{|u|>h\} \leq \frac{D}{h^{p_{M}^{-}-1}}
$$

Lemma 4.7. If $u$ is an entropy solution of (1) then there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left|T_{k}(u)\right|^{p_{M}^{-}} d x+\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}^{-}} d x \leq C(k+1), \quad \forall k>0 \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial \Omega}\left|T_{k}(u)\right|^{r^{-}} d \sigma \leq C(k+1), \quad \forall k>0 \tag{32}
\end{equation*}
$$

Proof. Taking $\varphi=0$ in the entropy inequality (25) and using (5) we get

$$
\begin{align*}
\int_{\Omega}|u|^{p_{M}(x)-2} u T_{k}(u) d x & +\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}(x)} d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u T_{k}(u) d \sigma \leq k\|f\|_{1} \tag{33}
\end{align*}
$$

Note that all the integrals in (33) are nonnegative, therefore we obtain

$$
\begin{equation*}
\int_{\Omega}|u|^{p_{M}(x)-2} u T_{k}(u) d x+\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}(x)} d x \leq k\|f\|_{1} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial \Omega}|u|^{r(x)-2} u T_{k}(u) d \sigma \leq k\|f\|_{1} \tag{35}
\end{equation*}
$$

Furthermore,

$$
\begin{aligned}
\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}^{-}} & d x=\sum_{i=1}^{N} \int_{\left\{|u| \leq k,\left|\frac{\partial}{\partial x_{i}} u\right| \leq 1\right\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}^{-}} d x \\
& +\sum_{i=1}^{N} \int_{\left\{|u| \leq k,\left|\frac{\partial}{\partial x_{i}} u\right| \geq 1\right\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}^{-}} d x \\
& \leq \operatorname{Nmeas}(\Omega)+\sum_{i=1}^{N} \int_{\left\{|u| \leq k,\left|\frac{\partial}{\partial x_{i}} u\right| \geq 1\right\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}(x)} d x \\
& \leq \operatorname{Nmeas}(\Omega)+\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} T_{k}(u)\right|^{p_{i}(x)} d x
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\Omega}\left|T_{k}(u)\right|^{p_{M}^{-}} d x & \leq \int_{\left\{\left|T_{k}(u)\right| \leq 1\right\}}\left|T_{k}(u)\right|^{p_{M}^{-}} d x+\int_{\left\{\left|T_{k}(u)\right|>1\right\}}\left|T_{k}(u)\right|^{p_{M}^{-}} d x \\
& \leq \operatorname{meas}(\Omega)+\int_{\Omega}\left|T_{k}(u)\right|^{p_{M}(x)} d x \\
& \leq \operatorname{meas}(\Omega)+\int_{\Omega}|u|^{p_{M}(x)-2} u T_{k}(u) d x
\end{aligned}
$$

Therefore, we deduce according to (34) and the two last estimations that $\int_{\Omega}\left|T_{k}(u)\right|^{P_{M}^{-}} d x+\sum_{i=1}^{N} \int_{\{|u| \leq k\}}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}^{-}} d x \leq(N+1)$ meas $(\Omega)+k\|f\|_{1}, \quad \forall k>0$.

For the inequality (32), according to (35), we have the following

$$
\begin{aligned}
\int_{\partial \Omega}\left|T_{k}(u)\right|^{r^{-}} d \sigma & \leq \int_{\partial \Omega \cap\left\{\left|T_{k}(u)\right| \leq 1\right\}}\left|T_{k}(u)\right|^{r^{-}} d \sigma+\int_{\partial \Omega\left\{\left|T_{k}(u)\right|>1\right\}}\left|T_{k}(u)\right|^{r^{-}} d \sigma \\
& \leq \operatorname{meas}(\partial \Omega)+\int_{\partial \Omega}\left|T_{k}(u)\right|^{r(x)} d \sigma \\
& \leq \operatorname{meas}(\partial \Omega)+\int_{\partial \Omega}|u|^{r(x)-2} u T_{k}(u) d \sigma \\
& \leq \operatorname{meas}(\partial \Omega)+k\|f\|_{1} .
\end{aligned}
$$

Lemma 4.8. If $u$ is an entropy solution of (1) then

$$
\rho_{p_{i}^{\prime}(.)}\left(\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)-1} \chi_{F}\right) \leq C, \quad \forall i=1, \cdots, N
$$

where $F=\{h<|u| \leq h+t\}, h>0, t>0$.
Proof. Taking $\varphi=T_{h}(u)$ as a test function in the entropy inequality (25), we get

$$
\begin{aligned}
& \sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) \cdot \frac{\partial}{\partial x_{i}} T_{t}\left(u-T_{h}(u)\right) d x+\int_{\Omega}|u|^{p_{M}(x)-2} u T_{t}\left(u-T_{h}(u)\right) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u T_{t}\left(u-T_{h}(u)\right) d \sigma \leq \int_{\Omega} f(x) T_{t}\left(u-T_{h}(u)\right) d x
\end{aligned}
$$

It follows by using (5) that

$$
\int_{F}\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)} d x \leq t\|f\|_{1}
$$

Therefore,

$$
\rho_{p_{i}^{\prime}(.)}\left(\left|\frac{\partial}{\partial x_{i}} u\right|^{p_{i}(x)-1} \chi_{F}\right) \leq C, \forall i=1, \ldots, N
$$

Lemma 4.9. If $u$ is an entropy solution of (1) then

$$
\lim _{h \rightarrow+\infty} \int_{\Omega}|f| \chi_{\{|u|>h-t\}}=0
$$

where $h, t>0$.
Proof. By lemma 4.6, we deduce that

$$
\lim _{h \rightarrow+\infty}|f| \chi_{\{|u|>h-t\}}=0
$$

and as $f \in L^{1}(\Omega)$, it follows by using the Lebesgue dominated convergence theorem that

$$
\lim _{h \rightarrow+\infty} \int_{\Omega}|f| \chi_{\{|u|>h-t\}}=0
$$

Step 2. Uniqueness of entropy solution. Let $t>0$ and $u, v$ two entropy solutions of (1). We write the entropy inequality (25) corresponding to the solution $u$, with $T_{t} v$ as a test function, and to the solution $v$, with $T_{t} u$ as test function. Upon addition and after the same calculus as in [18] by using above a priori estimates, we get

$$
\begin{gather*}
\sum_{i=1}^{N} \int_{\{|u-v| \leq t\}}\left(a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right)-a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right)\right) \cdot \frac{\partial}{\partial x_{i}}(u-v) d x=0  \tag{36}\\
\int_{\Omega}\left(|u|^{p_{M}(x)-2} u-|v|^{p_{M}(x)-2} v\right) T_{t}(u-v) d x=0 \tag{37}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{\partial \Omega}\left(|u|^{r(x)-2} u-|v|^{r(x)-2} v\right) T_{t}(u-v) d \sigma=0 \tag{38}
\end{equation*}
$$

We deduce from (36), (37) and (38) that

$$
u=v \text { a.e on } \Omega .
$$

Step 3. Existence of entropy solutions. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of bounded functions, strongly converging to $f \in L^{1}(\Omega)$ and such that

$$
\begin{equation*}
\left\|f_{n}\right\|_{1} \leq\|f\|_{1}, \text { for all } n \in \mathbb{N} \tag{39}
\end{equation*}
$$

We consider the problem

$$
\left\{\begin{array}{l}
-\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u_{n}\right)+\left|u_{n}\right|^{p_{M}(x)-2} u_{n}=f_{n} \text { in } \Omega  \tag{40}\\
\sum_{i=1}^{N} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u_{n}\right) v_{i}=-\left|u_{n}\right|^{r(x)-2} u_{n}
\end{array}\right.
$$

It follows from Theorem 3.2 that problem (40) admits a unique weak solution $u_{n} \in W^{1, \vec{p}(.)}(\Omega)$ which satisfies

$$
\begin{align*}
\sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u_{n}\right) \frac{\partial}{\partial x_{i}} \varphi d x & +\int_{\Omega}\left|u_{n}\right|^{p_{M}(x)-2} u_{n} \varphi d x+\int_{\partial \Omega}\left|u_{n}\right|^{r(x)-2} u_{n} \varphi d \sigma \\
& =\int_{\Omega} f_{n}(x) \varphi d x \tag{41}
\end{align*}
$$

for every $\varphi \in W^{1, \vec{p}(.)}(\Omega)$.
Our interest is to prove that these approximated solutions $u_{n}$ tend, as $n$ goes to infinity, to a measurable function $u$ which is an entropy solution to the problem (1). For that purpose, we show some preliminary results.

Lemma 4.10. If $u_{n}$ is a weak solution of (41) then there exist two constants $C_{1}, C_{2}>0$ such that
(i) $\left\|u_{n}\right\|_{\mathcal{M}^{\tilde{p}}(\Omega)} \leq C_{1}$,
(ii) $\left\|\frac{\partial}{\partial x_{i}} u_{n}\right\|_{\mathcal{M}^{p_{i}^{-} q / \bar{p}}(\Omega)} \leq C_{2}$, for all $i=1, \ldots, N$.

Proof. (i) is a consequence of lemmas 2.6 and 4.7.
(ii) Let $\lambda_{\left|\frac{\partial}{\partial x_{i}} u_{n}\right|}(\alpha)=\operatorname{meas}\left\{x \in \Omega:\left|\frac{\partial}{\partial x_{i}} u_{n}\right|>\alpha\right\}$ for all $i=1, . ., N$, and for any $\alpha>0, \gamma>1$, we have

$$
\begin{aligned}
\lambda_{\left|\frac{\partial}{\partial x_{i}} u_{n}\right|}(\alpha) & \leq \operatorname{meas}\left\{x \in \Omega:\left|\frac{\partial}{\partial x_{i}} u_{n}\right|>\alpha,\left|u_{n}\right|>\gamma\right\} \\
& +\operatorname{meas}\left\{x \in \Omega:\left|\frac{\partial}{\partial x_{i}} u_{n}\right|>\alpha,\left|u_{n}\right|<\gamma\right\} \\
& \leq \int_{\left\{\left|\frac{\partial}{\partial x_{i}} u_{n}\right|>\alpha,\left|u_{n}\right|<\gamma\right\}}\left(\frac{1}{\alpha}\left|\frac{\partial}{\partial x_{i}} u_{n}\right|\right)^{p_{i}^{-}} d x+\lambda_{\left|u_{n}\right|}(\gamma) \\
& \leq \frac{1}{\alpha^{p_{i}^{-}}} \int_{\left\{\left|u_{n}\right|<\gamma\right\}}\left|\frac{\partial}{\partial x_{i}} u_{n}\right|^{p_{i}^{-}} d x+\lambda_{\left|u_{n}\right|}(\gamma) .
\end{aligned}
$$

Using Lemma 4.7 and (i) we get

$$
\lambda_{\left|\frac{\partial}{\partial x_{i}} u_{n}\right|}(\alpha) \leq C\left(\frac{\gamma}{\alpha^{p_{i}^{-}}}+\gamma^{-\tilde{p}}\right)
$$

from which we deduce (ii).
Lemma 4.11. Assume that (2)-(6), (8) hold true and $u_{n}$ is a weak solution of (40) then the following hold true.
i) There exists $s>1$ such that $u_{n} \rightarrow u$ a.e. in $\Omega$ and moreover $u_{n} \rightharpoonup u$ in $W^{1, s}(\Omega)$,
ii) $\frac{\partial}{\partial x_{i}} u_{n}$ converges strongly to $\frac{\partial}{\partial x_{i}} u$ in $L^{s}(\Omega)$,for $i=1 \cdots N$. Moreover,
$a_{i}\left(x, \frac{\partial u_{n}}{\partial x_{i}}\right) \rightarrow a_{i}\left(x, \frac{\partial u}{\partial x_{i}}\right)$ strongly in $L^{1}(\Omega)$, for all $i=1, \ldots, N$.
iii) $u_{n}$ converges to some measurable function $v$ a.e. in $\partial \Omega$.

Proof. The proof of (i) and (ii) can be found in [15] (see also [8]). We will then only prove (iii). From i), it follows that $T_{k}\left(u_{n}\right)$ converges weakly to $T_{k}(u)$ in $W^{1, s}(\Omega)$ and a.e. in $\Omega$. Since for every $1 \leq s \leq+\infty$,

$$
\tau: W^{1, s}(\Omega) \rightarrow L^{s}(\partial \Omega), u \mapsto \tau(u)=\left.u\right|_{\partial \Omega}
$$

is compact, we deduce that $T_{k}\left(u_{n}\right)$ converges strongly to $T_{k}(u)$ in $L^{s}(\partial \Omega)$ and so, up to a subsequence we can assume that $T_{k}\left(u_{n}\right)$ converges to $T_{k}(u)$ a.e. on
$\partial \Omega$. In other words, there exists $C \subset \partial \Omega$ such that $T_{k}\left(u_{n}\right)$ converges to $T_{k}(u)$ on $\partial \Omega \backslash C$ with $\sigma(C)=0$ where $\sigma$ is the area measure on $\partial \Omega$.
Furthermore, from Lemma 4.7, the following inequality holds true

$$
\begin{equation*}
\int_{\partial \Omega}\left|T_{k}\left(u_{n}\right)\right|^{r^{-}} d \sigma \leq C k \tag{42}
\end{equation*}
$$

for $k>1$. By using Fatou's Lemma in (42), as $n$ goes to infinity, we get

$$
\begin{equation*}
\int_{\partial \Omega}\left|T_{k}(u)\right|^{r^{-}} d \sigma \leq C k \tag{43}
\end{equation*}
$$

For every $k>1$, let $A_{k}:=\left\{x \in \partial \Omega:\left|T_{k}(u)\right|<k\right\}$ and $C^{\prime}=\partial \Omega \backslash \cup_{k>0} A_{k}$. We have

$$
\sigma\left(C^{\prime}\right)=\frac{1}{k} \int_{C^{\prime}}\left|T_{k}(u)\right| d \sigma \leq \frac{1}{k} \int_{\partial \Omega}\left|T_{k}(u)\right| d \sigma
$$

We now use the fact that the embedding $L^{r^{-}}(\partial \Omega) \hookrightarrow L^{1}(\partial \Omega)$ is continuous to get

$$
\sigma\left(C^{\prime}\right) \leq \frac{C_{1}}{k}\left\|T_{k}(u)\right\|_{L^{r^{-}}(\partial \Omega)}
$$

Thus, from (43) we have

$$
\sigma\left(C^{\prime}\right) \leq C_{2} k^{\frac{1}{r^{-}}-1}
$$

We deduce that $\sigma\left(C^{\prime}\right) \rightarrow 0$ as $k$ goes to infinity.
Let us define on $\partial \Omega$ the function $v$ by

$$
v(x):=T_{k}(u(x)) \text { if } x \in A_{k} .
$$

We take $x \in \partial \Omega \backslash\left(C \cup C^{\prime}\right)$; then there exists $k>0$ such that $x \in A_{k}$ and we have

$$
u_{n}(x)-v(x)=\left(u_{n}(x)-T_{k}\left(u_{n}(x)\right)\right)+\left(T_{k}\left(u_{n}(x)\right)-T_{k}(u(x))\right)
$$

Since $x \in A_{k}$, we have $\left|T_{k}(u(x))\right|<k$ and so $\left|T_{k}\left(u_{n}(x)\right)\right|<k$, from which we deduce that $\left|u_{n}(x)\right|<k$. Therefore

$$
u_{n}(x)-v(x)=\left(T_{k}\left(u_{n}(x)\right)-T_{k}(u(x))\right) \rightarrow 0, \text { as } n \rightarrow \infty .
$$

This means that $u_{n}$ converges to $v$ a.e. on $\partial \Omega$
Now, let $\varphi \in W^{1, \vec{p}(.)}(\Omega) \cap L^{\infty}(\Omega)$. For any $k>0$, we choose $T_{k}\left(u_{n}-\varphi\right)$ as a test function in (41) to get

$$
\begin{align*}
& \sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u_{n}\right) \frac{\partial}{\partial x_{i}} T_{k}\left(u_{n}-\varphi\right) d x+\int_{\Omega}\left|u_{n}\right|^{p_{M}(x)-2} u_{n} T_{k}\left(u_{n}-\varphi\right) d x \\
& +\int_{\partial \Omega}\left|u_{n}\right|^{r(x)-2} u_{n} T_{k}\left(u_{n}-\varphi\right) d \sigma=\int_{\Omega} f_{n}(x) T_{k}\left(u_{n}-\varphi\right) d x \tag{44}
\end{align*}
$$

Now, by the same calculus as in [8], we pass to the limit in (44) to get

$$
\begin{aligned}
& \sum_{i=1}^{N} \int_{\Omega} a_{i}\left(x, \frac{\partial}{\partial x_{i}} u\right) \frac{\partial}{\partial x_{i}} T_{k}(u-\varphi) d x+\int_{\Omega}|u|^{p_{M}(x)-2} u T_{k}(u-\varphi) d x \\
& +\int_{\partial \Omega}|u|^{r(x)-2} u T_{k}(u-\varphi) d \sigma \leq \int_{\Omega} f(x) T_{k}(u-\varphi) d x
\end{aligned}
$$
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