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PRESERVING PROPERTIES OF SUBORDINATION AND
SUPERORDINATION OF ANALYTIC FUNCTIONS
INVOLVING THE WRIGHT GENERALIZED
HYPERGEOMETRIC FUNCTION

JAMAL M. SHENAN

In this paper, we obtain some subordination and superordination -
preserving results of analytic functions associated with the Wright gen-
eralized hypergeometric function. Sandwich-type result involving this
operator is also derived.

1. Introduction

Let H(U) be the class of functions analytic in U = {z:z € Cand |z| < 1} and
H{a, k] be the subclass of H(U) consisting of functions of the form f(z) =a+
ar? +ap 7+ .., with Hy = H[0,1] and H = H|[1,1].

Let A, denote the class of functions of the form

f@) ="+ Y aw 27 (p.e N={1,2,3,..};z€U), (1)
k=1

which are analytic in the open unit disk U.
Let f and F be members of H(U), the function f (z) is said to be subordinate to
F (z), or F (z) is said to be superordinate to f (z), if there exists a function w (z)
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analytic in U with w(0) =0 and |w(z)| < 1(z € U), such that f (z) = F (w(z)).
In such a case we write f (z) < F (z). In particular, if F is univalent, then f(z) <

F (z) if and only if f(0) = F (0) and f(U) C F (U)(see [1,2]).
Let W : C?> x U — C and let & be univalent in U. If p is analytic in U and satisfies
the first order differential subordination

¥ (p(z),2p'(2);2) < h(2) (z€U), )

then p is called a solution of the differential subordination (2).

The univalent function ¢ is called a dominant solutions of the differential sub-
ordination (2) if p < g for all p satisfying (2). A dominant g that satisfies § < ¢
for all dominants g of (2) is said to be the best dominant of (2).

Similarly, let @ : C2 x U — C and let & be univalent in U. If p is analytic in
Uand satisfies the first order differential superordination

h(z)<<1>(p(z),zp’(z);z) (zeU), 3)

then p is called a solution of the differential superordination (3).

The univalent function ¢ is called a subordinant solutions of the differential
superordination (3) if g < p for all p satisfying (3). A subordinant g that satisfies
q =< g for all subordinant g of (3) is said to be the best subordinant. ( see the
monograph by Miller and Mocanu [11], and [12]).

Let o4,A,...,04,A; and B1,By, ..., By, Bm (I,m € N = {1,2...}) be positive real
parameters such that

m [
1+ Y Bi— ) Ac>0. 4)
1

The Wright generalized hypergeometric function (see [14], [15] and [16])

1 [(00,AL, ..., 00,A1) 5 (B1,Bi, ..., By Bim) 1 2
=1 ¥, [(Ocn,A,,)lJ;(ﬁn,Bn)Lm;z] is defined by

o [ (0 An) 115 (B By 2]

w (1 m -1 %)
:Z{HFWﬁ%4}{HFﬂﬁH3} %@ew.
k=0 \ n=1 )

n=1

IfA,=1,(n=1,...,1),B, =1, (n=1,...,m), we have

Ql\Pm [(OC,“ 1)1’[ 5 (ﬁl’“ 1)17m ;Z} =1Fy ((X] s "'(XIJB] 5 mﬁva) , (6)

which is the generalized hypergemetric function where

=<qrm0 <ﬂr%0- (7)
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Using the Wright hypergeometric function, Dziok and Raina ([7] and [8]) intro-
duced the linear operator

oL [(an,A,,)u : (Bn,B,,)Lm} LAy — Ay,

which is defined by the following convolution

Gll),m |:(an7An)l,l;(ﬁann)l,m] f(Z) = ;la7m [(aﬂvAVl)Ll;(ﬁmBn)l,m} *f(Z), (8)

where

Il;,m |:(amAn)17L;(ﬁn7Bn)17m} = inlym [(amAn)l,L;(ﬁann)Lm;Z} *f(z)7
)
If f(z) € A, is given by equation (1), then we have

oo

0," [(OCmAn)l,z ; (BnuBn)l,m} f@)=2"+ Y o(k)a 27, (10)

k=1
where l
H =1 r(an + kAn)
olk)=Q—" . 11
In order to make the notation simple, we write
05 [(0An) 115 (B Ba)y | = 057 (00,41, B1]. (12)
It is easily verified from (9) that
roa
2(6;" 00,41, B1] £(2)) = 67" [en + 1, 41,B1] £ (2)
o . (13)
(5 -p) e ananmls@) (a0
Not that forA, =1, (n=1,...,1),B, =1, (n=1,...,m), we have
6," [a1,1,1] = H,;" [au], (14)
where H ,l;m [ot1] is the Dziok-Srivastava operator [5].
It is well known [6] that
2[Hly o] £ ()] = ety [en +11f (2) = (o = p) Hiylon] £ (), (19)

where H! [oq] f(z) = H., (01, ... @13 By oo, Br) £ (2).
To prove our results, we need the following definitions and lemmas.
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Definition 1.1. ([11]) Denote by Q the set of all functions ¢(z) that are analytic
and injective on U /E(q) where

E(q)={C €U :ZILHE“Z) = oo},

and are such that ¢'({) # 0 for § € U /E(q). Further, let the subclass of Q for
which ¢(0) = a be denoted by Q(a), Q(0) = Qp and Q(1) = Q.

Definition 1.2. ([12]) A function L(z,t) (z € U, t > 0) is said to be a subordi-
nation chain if L(0,7)is analytic and univalent in z € Ufor all t > 0, L(z,0) is
continuously differentiable on [0;1] for all z € U and L(z,#;) < L(z,t2) for all
0<y <m.

Lemma 1.3. ([13]) The function L(z,t) : U x [0;1] — C of the form
L(z,t) =a)()z+ax ()2 4 ... (a1(t) #0;1>0),

and tlim |ai(t)| = oo is a subordination chain if and only if
—>00

o [ LG /0
JL(z,1) /ot

}>0 (zeU,t>0).

Lemma 1.4. ([9]) Suppose that the function H : C* — C satisfies the condition
R{H(is;1)} <0

for all real s and for all t < —n(1 —|—s2)/2, n € N. If the function p(z) = 1+
" + a1 + ..., is analytic in Uand
R{H(p(z);2p'(2))} >0 (z€U). then R{p(z)} > 0 forz € U.

Lemma 1.5. ([10]) Let k, y € C with k # 0 and let h € H(U) with H(0) =
c. If R{kh(z)+7v} >0 (z€U), then the solution of the following differential
equation:

2q'(z) . _
q(z) kD) +7 h(z)(z € U; q(0) = ¢),

is analytic in Uand satisfies R{kh(z) + vy} > 0 forz € U.

Lemma 1.6. ([11]) Let p € Q(a) and let q(z) = a+ a2 + an 12" + ..., be
analytic in Uwith q(z) # 0 and n > 1. If q is not subordinate to p, the there
exists two points zo = roe'® € U and & € aU/E(q) such that

q(U,) C p(U); q(z0) = p(&o) and zop'(z0) = m&op(So) m > n.



PRESERVING PROPERTIES OF ANALYTIC FUNCTIONS 209

Lemma 1.7. ([12]) Let g € H|a, 1] and ¢ : C* — C also ¢ (¢(z) ,24 (2)) = h(2).
If L(z,t) = ¢ (q(2),tzq' (2)) is a subordination chain and q € Hla, 1] Q(a),
then

h(z) <0 (p(z),20' (2)),

implies that q(z) < p(z). Further, if ¢ (q(z),zq'(z)) = h(z) has a univalent
solution q € Q(a), then q is the best subordination.

In the present paper, we aim to prove some subordination-preserving and
superordination-preserving properties associated with the fractional differinte-
gral operator 9,% " [o,A1,B1]. Sandwich-type result involving this operator is
also derived. A simililar problem for analytic functions was studied by Aouf
and Seoudy [3] and [4].

2. Subordination, superordination and sandwich results involving the op-
erator 6" [0, A}, B]

Theorem 2.1. Let f, g € A, and let

92{1+ Z:”(i))} > -8, (16)

where
65" [on + 1ALBig (2) ) [ 65" 0w A1 Bis (@) )"
- >0,z€U),
o ( 0," [a1,A1,B1]g (2) )( > (L>0:z€U)
(17)

where Qy,Aq,...,0,A; and By,By,...,Bm,Bm (I,m € N ={1,2...}) are positive
real parameters such that 1 +Y ' | By — Zi: 1Ax >0, and § is given by

At +plof —|AT—p (Xl‘

0= 4‘LLA1061

(18)

Then the subordination condition

<%ﬂm+Lﬁﬁdﬂd><%ﬂmAh&U&vy
6," [a1,A1,B1] f (2) P

) (9,’;’" [061+1,A1,B1]g(z)> (e};’" [al,Al,Bl]g(z)>u

6, [au,A1,B1] g (2) 7
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implies that

(eé”" [al,Al,Bl]f@)“ - (eﬁm [al,Athg<z>)“

zP zP

911{"1 [o4,A41,B1]8(z)
P

u
and the function < ) is the best dominant.

Proof. Let us define the functions F(z) and G(z) in U by

ro - <e,£>’” [al,Al,Bl]f@)“and 6(2) = (9};"’ [al,Al,Bl]g@)“ 1)

P P

we assume here, without loss of generality, that G(z) is analytic and univalent
on U and

G'(§)#0 (Igl=1).

If not, then we replace F(z) and G(z) by F(pz) and G(pz), respectively, with
0 < p < 1. These new functions have the desired properties on U, and we can
use them in the proof of our result. Therefore, the results would follow by letting
p — 1. We first show that, if

ZG" ( Z)
G'(2)

(zel), (20)

then
R{q(z)} >0 (ze€U).

From (11) and the definition of the functions G, ¢, we obtain that

0(z) = G(z)+thGO;(Z). (21)

Differentiating both side of (21) with respect to z yields

’ Ay ! AIZG/(Z)
=|l1+—— )G — . 22
06 = (1410 ) G0+ 2 22)
Combining (20) and (22), we easily get
29" (z) _ Aizq'(z)
1+ ) _q(z)+7q(z)+ua1 =h(z) (z€U). (23)
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It follows from (16) and (23) that
,‘Ji{h(z)+‘i4m}>0 (zeU). (24)

Moreover, by using Lemma 1.5, we conclude that the differential equation (23)
has a solution g(z) € H(U) with h(0) = g(0) = 1. Let

A1V

Hu,yv)=u+—"——+
(1,) Au+poy

where & is given by (18). From (23) and (24), we obtain

R{H(9(z):24'(z))} >0 (z€U).

To verify the condition that
R{H(is;1)} <0 (1< —(1+5%)/2;5€R). (25)

we proceed it as follows:

. . Art Al(Xll“LL
R{H(is; 1)} =R - 4+, =——"-+95
{H(is; 1)} {ls+A1iS+[.L(X1 + } A%s2+u2a12+
< _A%Wp(ala.uvAlas)
=T A 1 2]
where ) s
_ | Ko 2_HsHOT  HO
W”(al’u’Al’s)_[Al 25]s 26 A% + A (26)

For § given by (18), we note that the expression v, (o, i, Ay, s) in (26) is a
positive, which implies that (25) holds. Thus, by using Lemma 1.4, we conclude
that

R{q(z)} >0 (z€U).

By the definition of ¢(z), we know that G is convex. To prove F < G, let the
function L(z,t) be defined by

1+1)A1zG
L(z,t):G(z)—I—M (0<t<eoyzel). 27)
uoy
Since G is convex, then
oL Aq(1
(Zat) :GI(0)<1+M) 750 (OSZ‘<°°;ZEU)
az z=0 o
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and

“{iﬁfﬁﬁ:}zm{ﬁ?+0+nww}>om3t<mmeuy

Therefore, by using Lemma 1.3, we deduce that L(z,¢) is a subordination chain.
It follows from the definition of subordination chain that

_ A1zG'(z)
¢(z) =G(z) + Tha L(z,0),
and
L(z,0) < L(z,1) (0<t <o),
which implies
L(¢,1) ¢ L(U,0) (0<t<o0;¢ €dl), 28)

If F is not subordinate to G, by using Lemma 1.6, we know that there exist two
points zo € Uand §y € dUsuch that

F(z0) = G(&o) and z20F (z0) = (1+1)Gop(&) (0<t < o). (29)
Hence, by virtue of (11) and (29), we have

LGo) = )+ ) < i + AER

_ <9£”" [“l“vAlvBl]f(zo)) (6,?" [al,Al,Bl]f@o))“ c o).
6,™ [au,A1,B1] f (20) 7P

This contradicts to (28). Thus, we deduce that F < G. Considering F = G, we
see that the function G is the best dominant.

O]

By takingA, =1, (n=1,...,])and B, =1, (n=1,...,m), in Theorem 2.1 and
using the relation (14) we get the following corollary

Corollary 2.2. Let f,g € A, and let

29" (2)
%{Lkw@)}>—& (30)

where

ot - <H,’;’”[al+ug<z>> (Hé”"[al]g@)“(“>O;ZEU)7 an

Hy" [a]g (2) z
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where Qy,...,0y and By, ..., Bu(L,m € N={1,2...}) are positive real parameters
and 8 is given by

_ 1+ p?af — |1 —p?af|

o 32
A1t0 (32)
Then the subordination condition
u
Hy"[oa +1f(2) \ [ Hp"[0a]f (2
Hy" [oa] £ (2) Z
u
L (" o+ g (Hy" on]s(2)
Hy" [ou] g (2) &
implies that
Im H I,m H
"] )\ (H ol )
P P ’
Hl,m M
and the function <’J[Z,'LQ(Z)> is the best dominant.
We now derive the following superordination result.
Theorem 2.3. Let f, g € A, and let
29" (2) }
R { 1+ > -9, (33)
¢’ (2)

u
0™ oy +1,A,B 0" oy, Ay, B
‘P(Z): PlEnl 1 1]8(2) 14 [ 1 ; 1]g(z) (‘LL>O;Z€U),
6," [on,A1,B1]g(2) z
(34)
where oy,Ay,...,04,A; and Bi,B1,...,Bm,Bm (I,m € N ={1,2...}) are positive

real parameters such that 14+ Y ;" | By — ZizlAk > 0, and § is given by (18).

lm lIm M
If the function (G’A,LOE;:AIB’B]IJJ{ ()Z) ) (6” Lo ’i‘;’Bl]f(Z)) is univalent in U and
o 100,A1L,B1]f (2

u
mion ALLB . ..
<W € Q, then the superordination condition

(ell),m [al + 1,A1,B1]g(2)> <9[l,m {(Xl,AhBl]g(Z)>ﬂ
0L [0, A1, B £ (2) ¢

<<%ﬂm+Lmﬁmﬂ@><%ﬂmAhmu&v“

6," [o1,A1,B1] f (2) z°
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implies that

(%Mwwhﬁdﬂ@>#<<%mthﬁﬂﬂ@)u

zP P

u
Im
and the function <9”[O”’Al’31]g(z)> is the best subordinant.

zP

Proof. Suppose that the functions F, G and g are defined by (19) and (20),
respectively. By applying the similar method as in the proof of Theorem 2.1, we
get

R{q(z)} >0 (z€ V).

Next, to arrive at our desired result, we show that G < F. For this, we suppose
that the function L(z,7) be defined by (27).

Since G is convex, by applying a similar method as in Theorem 2.1, we deduce
that L(z,7) is subordination chain. Therefore, by using Lemma 1.7, we conclude
that G < F. Moreover, since the differential equation

¢®:G@+Afj@:¢W@ﬂd@)

has a univalent solution G, it is the best subordinant. ]

By takingA, =1, (n=1,...,l)and B, =1, (n=1,...,m), in Theorem 2.3 and
using the relation (14) we get the following corollary

Corollary 2.4. Let f,g € A, and let

9{{1+ 20" (2) } > -8, (35)

9’ (2)

where

$(z) = (Hz'a"" [on + 1]g(z)> (Hé”" [al]g(z))u (L>0,z€U),  (36)

Hy" [a]g (2) z

where Q. ,...,0q and By, ..., Bu(l,m € N = {1,2...}) are positive real parameters
and 8 is given by (32).

Im l,m H
If the function <H” [ +1)1(2) ) <H” [@]f() ) is univalent in U

Hy"[on]f(2) 2

zP

Im
and <H”[al]f(z)) € Q, then the superordination condition
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(H,l,"" [a1+1]g(z)> <H;la’m [06118(2))“
Hy" o] g (2) Z

< (le’m [061+1}f(2)> (Hzlv’m [ozdf(z))“

Hy" o] £ (2) 2

7P zP ’

Lm

u
and the function (Hp[a'}g(z)> is the best subordinant.

<4

implies that

Combining Theorems 2.1 and 2.3, we obtain the following “sandwich-type re-
sult”.

Theorem 2.5. Let f, g€ A, (j=1,2) and let

207 (2)
R J -8 3

where
B 9,1;’"[051+1,A1,Bl]g,-(z)
(Pj(z)_ Im
6," [o,A1,B1] g (2)
<9117’m[0‘1,141731]gj(2)

(38)

u
" ) (u>0,z€U)

where ay,Ay,...,0;,A; and By,By, ..., B, Bm (L,m € N ={1,2...}) are positive
real parameters such that 1+ Y ;" | By — ZizlAk > 0, and § is given by (18).

lm Im M
If the function (9';) ,L‘T;:Alf]l}{ ()Z) ) (6” Ll ’i‘;’Bl]f(Z)) is univalent in Uand
)y [0,A1L,B]f(z

€ Q, then the condition

zP

< 9,’;""[0!1 ALBIf()

m Jm H
0," [0 +1,A1,B1]g1(2) \ [ 65" [ou,A1,Bi]g1(2)
GIIJ’m [ahAlvBl]gl (Z> P

Gé’m [ahAlvBl]f(Z) zP

<<%ﬂm+Lmﬁmﬂa><%ﬂmﬁhmu&v“
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m m “
~ (9117’ [0‘1+1,A1731]82(Z)> <9;la’ [alyAlaBl]gz(Z)>

6," [a1,A1,B1] 22 (2) 2P

implies that

<91{7m [aluAlaBl]gl (Z)>” < <9[l)7m [alvAlvBl]f(Z)>u

P P

zP

m n
<<%[mﬁh&mm@>

I ” m “
and the function (6# laABila@ )" g (6’[" (01,4151 Jg2(2)

7 7 ) are, respectively,

the best subordinant and the best dominant.

By takingA, =1, (n=1,...,])and B, =1, (n=1,...,m), in Theorem 2.5 and
using the relation (14) we get the following corollary

Corollary 2.6. Let f, g€ A, (j=1,2) and let

297 (2)
9{{1+ e }> -8, (39)

where

s . ,m ) H
0j(z) = <H;;I o1+ 1lg; (Z)> (H’l’ lalg (Z)) (u>0,z€U) (40)

»" [en] 85(2) &

where o, ...,0q and By, ..., Bu(l,m € N = {1,2...}) are positive real parameters

lm 1,m H
and 0 is given by (32). If the function <H” loa 111/ (z)> (H” llf (z)> is univa-

Hy" oy f(2) ?

lent in Uand (W) ! € Q, then the condition
(H};'" [oa + 1] 1 <z>> (H,’;'" ] g1 (2) > !
Hy" o4 g1 (2) r
Hy [m 1) (H [l f))
" ou] £ (2) 7
[
H

) s
» (H,’;’" o +1]gs <z>> (H”" joa) 2 <z>>“
e () o
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implies that

(H,’;’" onle: (z))“ . <H};’” [ocﬂf(z))“ . <Héx’” on)e: (z>>“
P P P ’

I,m H I,m
and the function Hy loa)sr(z) [a;]gl(z) and <H” [a;]gZ(Z)
Z Z

u
> are, respectively, the best

subordinant and the best dominant.
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